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8 Luminosity and beam conditions

The main deliverables of the beam radiation instrumentation and luminosity (BRIL) system are
the measurements of the online and offline luminosity, the beam-induced background, the beam
losses and timing, and the radiation products in the CMS experimental cavern. The latter are
used to compare with the values from corresponding simulations. The BRIL system delivers
luminosity and beam-condition data in real time to the LHC and CMS control rooms. In this section,
the instrumentation and technologies used to carry out these measurements are described. The
software, computing, and monitoring aspects of the BRIL systems are also discussed. The precision
measurement of the integrated luminosity for the different data-taking periods of Run 2 has been
described in refs. [181–187]. For the 2016 data, an uncertainty of 1.2% was achieved [181]. For
2017, 2018, and Run 3, improved instrumentation and refined analysis techniques are expected to
lead to further reduced uncertainties. Key ingredients of the precision are the availability of the
various independently calibrated luminometers with different instrumental systematics and the in situ
monitoring of their performance in terms of efficiency and linearity using short vdM-like transverse
beam separation scans in physics fills.

For the online bunch-by-bunch luminosity measurement in Run 3, we rely on two fully dedicated
luminosity detectors (luminometers): the pixel luminosity telescope (PLT) and the fast beam
conditions monitor (BCM1F). In addition, the forward hadron calorimeter (HF) is used for the
online luminosity measurement. The HF has a separate trigger-level readout dedicated to the
luminosity measurement.

Both PLT and BCM1F were already operated successfully throughout Run 2. For operation
during Run 3, improved versions of these detectors were constructed and installed during LS2.
Other subsystems relevant to the luminosity measurement are the pixel detector and the muon drift
tube system. These various luminometers provide redundancy and complementarity for the precise
measurement of the online and offline luminosity and the online monitoring of the backgrounds.

The three independent online luminometers, PLT, BCM1F, and HF, are based on fundamentally
different technologies, and each provide precise bunch-by-bunch measurements of the instantaneous
luminosity and the beam-induced backgrounds (BIB). The BRIL online measurements are available
at all times, in particular whenever there is beam in the LHC, independently of the status of other
CMS subsystems and the central CMS DAQ system. The BRIL data-acquisition system (BRILDAQ)
delivers data in real time every 1.458 s, corresponding to four so-called “lumi nibbles” (NB). The
duration of one NB is 0.3645 s, corresponding to 212 orbits, and 64 NB make up one luminosity
section (LS) of about 23.3 s.

Data from the pixel detector and the muon systems contain important additional information that
is used to ensure a precise calibration and long-term monitoring of the stability and linearity of the
luminosity detectors. Tracker data are collected via the central CMS DAQ for offline analysis, and
provide pixel cluster and vertex information per event during calibration runs, and bunch-by-bunch
cluster counts per LS for data-taking periods with collisions. Muon data in Run 3 are collected via the
BRILDAQ from three sources: (i) orbit-integrated muon track stubs from the muon barrel track finder;
(ii) trigger primitives from the DT chambers that are equipped with prototype Phase 2 readout; and (iii)
muon counts via the 40 MHz scouting system. The first source is the same as that used during Run 2,
while the last two are new and were introduced for Run 3 in preparation for the Phase 2 upgrade.
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To monitor the beam conditions, in addition to the dedicated luminometers, we also use the
beam-halo monitor (BHM) and beam-condition monitor for beam losses (BCML).

A simulation and monitoring strategy is in place for the radiation background to evaluate and, if
necessary, mitigate its effects.

8.1 Real-time bunch-by-bunch luminometers

8.1.1 Pixel luminosity telescope (PLT)

The PLT detector [188–192] is an independent system for the luminosity measurement. It consists of
48 silicon pixel sensors arranged on 16 “telescopes”, eight on each side at 1.75 m from the interaction
point (IP), close to the beam pipe, at a pseudorapidity |𝜂 | ≈ 4.2. Each telescope is 7.5 cm long and
contains three planes with individual silicon sensors. Their inner edges are as close as 4.7 cm from
the beam line. Figure 110 shows a sketch of the layout of one end of the PLT (left) and a photograph
of the actual detector showing the two half-frames that each side consists of (right).

Figure 110. Left: sketch of the general PLT geometry. The sensors are indicated by the purple squares.
Right: the actual PLT detector at one end of CMS, showing the arrangement of the eight telescopes around the
beam pipe. Reproduced from [193]. CC BY 4.0.

The silicon sensors [194, 195] are n-in-n (45 sensors) and n-in-p (3 sensors) type and consist
of 80 rows and 52 columns of pixels (or 26 double columns of 160 pixels each). The pixels are
150 𝜇m wide and 100 𝜇m high, and cover a total active area of 8 × 8 mm2 with an active thickness
of 285 and 150 𝜇m, respectively. During data taking, it is possible to set a smaller active area to
decrease the contribution from accidental hits, which are triple coincidences of signals that do not
actually come from a single particle track originating from the IP. The sensors are bump-bonded to a
PSI46v2 readout chip (ROC) [196, 197]. Both the n-in-n silicon sensors and the PSI46v2 ROCs are
inherited from the CMS Phase 0 pixel detector, while the telescope with n-in-p sensors of 150 𝜇m
thickness uses prototype CMS Phase 2 silicon sensors.

The PLT detector is usually operated in a “fast-or” mode in which the data are read out at the
full bunch-crossing frequency of 40 MHz. The fast-or mode does not contain full information on hit
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positions. In fast-or mode, if any pixels in a sensor register a hit over threshold, a single signal is
produced. The ROCs also have a separate data path to read out the full pixel data (hit location and
pulse height) at a lower rate (up to about 3.3 kHz) upon receipt of a level-1 accept (L1A) trigger
signal. The full pixel information, read out at a lower rate, is used to measure calibration constants,
corrections, and systematic uncertainties for the online and offline measurements.

The three ROCs for a single telescope are connected to a high-density interconnect (HDI)
card, which contains a token bit manager (TBM) chip [198]. The TBM chip coordinates the
readout of the three individual ROCs and produces a single readout for each telescope. Four
telescopes are connected to a port card, which manages the communication and control signals for
a single half-frame of the detector. The port card is in turn connected to the opto-motherboard
(OMB), which converts the electrical signals into optical signals that are then sent by fibers to the
CMS service cavern, where the backend readout electronics are located. Of the different kinds of
application-specific integrated circuits (ASICs) used in the PLT, all but two (SlowHub and PLTdriver)
were developed for the Phase 0 CMS pixel detector [1]. The SlowHub chip, on the OMB, uses
blocks from the pixel TBM chip to extract the slow I2C signals from the fast 40 MHz commands
needed for the pixel readout, thus significantly reducing the total number of fibers needed. The
PLTdriver chip manages the fast-or signal outputs from the individual ROCs.

The backend readout electronics comprise a single frontend controller (FEC) card, which issues
commands to the ROCs, TBMs, and OMB, and three frontend driver (FED) cards. One FED is used
to read out and decode the full pixel data from the ROCs, and is identical to the FEDs used by the
Phase 0 pixel detector [199]. This data are then read out over an Slink [200] connection and saved to
a dedicated PC. The other two are the fast-or FEDs, one for each side of the PLT. These read out the
fast-or data from the ROCs and histogram the number of triple coincidences per channel and per bunch
crossing (BX). These data are read out via a CAEN VME optical bridge to a separate dedicated PC.
A dedicated trigger is used, in which events from colliding BXs are read out without a requirement
for specific activity in the event, this way equally sampling all colliding BXs in the LHC orbit.

The readout hardware counts the number of triple coincidences, events where all three planes
in a telescope register a signal, to determine the instantaneous luminosity. This fast-or readout
allows the PLT to provide online per-bunch luminosity with excellent statistical precision, with the
triple coincidence requirement providing a strong suppression of background from noise, residual
radioactivity of the detector material (afterglow), and BIB sources from beam-gas interactions and
beam halo. The luminosity measurement is obtained using a zero-counting technique, described,
e.g., in ref. [181], in which the actual rate is inferred from the measured rate of no hits, thereby
correcting for the overlap of signals.

8.1.2 Fast beam conditions monitor (BCM1F)

The BCM1F detector is a fast particle counter installed around the beam pipe, ±1.8 m away from
the IP, at a radius of about 6 cm, corresponding to |𝜂 | ≈ 4.1. The BCM1F provides a real-time
measurement of both luminosity and beam-induced backgrounds.

The experience gained from BCM1F operation in Run 2 [201, 202] led to an update of the
design for Run 3 [203]. For Run 3, the mix of silicon and poly-crystalline (pCVD) diamond sensors
used in Run 2 was changed to an all-silicon sensor configuration with active cooling that has an
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improved stability with increasing integrated fluence and an improved linear response of the sensors
as a function of the instantaneous luminosity.

As in Run 2, the Run 3 detector consists of four “C-shaped” printed circuit boards (PCB),
referred to as C-shapes (figure 111). A total of four C-shapes form two rings, one on each side of the
IP. Each C-shape has six double-diode silicon sensors that are used to measure particle hits. The
entire system comprises 48 identical channels. The C-shapes for Run 3 were designed for improved
robustness and with additional space for active cooling contacts.

Figure 111. Photographs of the BCM1F detector used in Run 3. Reproduced with permission from [204].
Left: one full BCM1F C-shape printed circuit board. Right: a closeup of the frontend module, which includes
the processing chip with two silicon double-diode sensors on each side.

Performance studies led to the choice of a sensor per-channel with an area of 1.7 × 1.7 mm2,
balancing the occupancy at high interaction rates with the statistical precision at low luminosity.
The sensors were designed as alternating current (AC)-coupled double-diodes and produced on the
CMS Phase 2 outer tracker strip wafers [32] with a full depletion thickness of 290 𝜇m.

Each sensor is directly connected via bond wires to one of the three fast JK16 [205] CMS ASIC
chips. This preamplifier chip was designed to have a fast rise time of 7 ns, narrow pulses with
10 ns full width at half maximum, and a return to the baseline within 25 ns. The connections are
established via AC coupling to prevent baseline drifts due to radiation-damage-induced leakage
currents that would not be compensated by the preamplifier. The coupling capacitance is part of the
sensor design, while a resistor on the PCB is used as the bias resistor.

Copper pads were added on the C-shapes for Run 3 to make the cooling contact with a new
titanium 3D-printed cooling pipe, which is placed in series with the PLT cooling loop. This improves
the thermal contact of the sensors to the cooling system and prevents thermal runaway induced by
radiation damage, thereby ensuring the expected lifetime of the BCM1F silicon sensors exceeds the
duration of Run 3.

Using analog opto-hybrids [206], the AC signals from the C-shapes are propagated to the backend
electronics that includes CAEN V895 discriminators, real-time histogramming units (RHU) [207],
and a CAEN V1721 flash ADC, all of which use a VME bus. Parallel 𝜇TCA electronics consist of an
8-bit ADC mezzanine card with a 1.25 GB/s sampling rate on a gigabit link interface board (GLIB)
carrier board [208, 209], using an FPGA-based derivative peak-finder algorithm [210]. At the RHU,
which was already used for Run 2, the data are filled into histograms with 6.25 ns granularity. This
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time interval corresponds to the time of flight for relativistic particles arriving from the IP that is a
quarter of the time between two collisions.

The BCM1F detector, situated in this location and delivering a fast response with zero dead time,
allows for the bunch-by-bunch separation of collision signals from backgrounds. The luminosity
is measured bunch-by-bunch using the zero-counting method mentioned above, followed by a
correction for out-of-time hits and the application of a calibration constant. The relative contribution
from background can be determined using the first bunch in the train or a noncolliding bunch in the
beginning of the orbit, where the background from out-of-time hits due to activation from previous
collisions is small. The background measurement is of crucial importance for the operation of the CMS
detector since it is used by the silicon strip and pixel detectors as an automatic switch-on semaphore.

8.1.3 The forward hadron calorimeter (HF)

A comprehensive description of the HF is provided in section 5. Here, we highlight the aspects that
are relevant for the luminosity measurement.

Like the PLT and BCM1F, the HF reports luminosity measurements at all times, independently
of whether the main CMS DAQ system is in operation. The outputs from the circuits used to
digitize the signals from the HF photomultipliers (PMTs) are routed to FPGAs that are part of the
HF readout [60]. The FPGAs tap into the primary readout path in a noninvasive way and collect
channel-occupancy (OC) and transverse-energy-sum data in histograms that have one bin for each of
the 3564 BX time windows of one beam orbit. The histograms are periodically transmitted to a
central BRILDAQ processor node. With this configuration, the HF delivers a continuous and precise
measurement of the bunch-by-bunch luminosity at all times.

While all HF channels are available for use in the BRIL backend electronics, Monte Carlo
simulation studies indicate that the best linearity of the luminosity measurement is obtained when
using only the 𝜂 rings 31 and 32, corresponding to a pseudorapidity range 3.15 < |𝜂 | < 3.5, where
the long-term radiation damage is predicted to be the smallest.

The HF luminosity system allows the extraction of a real-time instantaneous luminosity relying
on two algorithms. The first (HFOC) is based on zero counting, in which the average fraction of
below threshold towers is used to infer the mean number of interactions per BX. The second (HFET)
exploits the linear relationship between the average transverse energy per tower and the luminosity.
Both the HFOC and HFET methods exhibit excellent linearity, based on the experience acquired
during Run 2 [181–183, 183, 186] and in the beginning of Run 3 [211].

8.2 Additional luminometers

8.2.1 Tracker

The CMS silicon tracker, described in section 3, is characterized by a low occupancy in the silicon
pixel detector. This feature is exploited by the pixel cluster counting (PCC) method to measure
the luminosity offline with excellent precision. The most recent PCC luminosity measurement
during Run 2 [183] was based on data collected by zero-bias (colliding bunches only) and random
triggers at recording rates of approximately 2 kHz and 400 Hz, respectively. The zero-bias data were
used for the luminosity calculation, while random-triggered events served for the determination
and subtraction of the afterglow backgrounds present in the zero-bias data. The method achieved a
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statistical precision of about 0.2% per luminosity section during physics runs, with excellent stability
after removing problematic sensor modules.

We applied a similar strategy for Run 3, with improvements in the data processing and recording
to reduce and streamline the data. The cluster reconstruction and counting is implemented in the HLT
software, which reduces the data size by three orders of magnitude. Potentially unstable modules are
removed using an iterative method in which modules with large fluctuations relative to the average
cluster count are removed. The implementation of a new processing path is in progress during Run 3,
in preparation for the Phase 2 upgrade of the luminosity instrumentation for the HL-LHC [212]. In
this path, the data from the HLT are transferred directly to the BRILDAQ.

An alternative method using information from the silicon tracker involves counting the number
of primary-interaction vertices [181]. This method is used during van-der-Meer (vdM) calibration
fills as a tool in the measurement of beam-dependent parameters. Vertices are also analyzed to derive
the bunch density distributions of the beams, and to calibrate the distance by which the steering
magnets displace the beams in the transverse direction.

8.2.2 Muon system

The BRIL system also makes use of level-1 trigger information from the muon barrel (MB) drift
tube (DT) detectors, which deliver counts of the number of orbit-integrated muon stubs. While
the rate of muons in the barrel is low, the stability and robustness of the muon system makes the
DT a valuable source for luminosity monitoring. The muon detectors and trigger are described in
sections 6 and 10.2, respectively. The muon information used by BRIL is aggregated by the barrel
muon track-finder algorithm (BMTF) [213] of the level-1 muon trigger. The BRILDAQ system
receives the data from the BMTF via a dedicated readout system.

In addition to the orbit-integrated data, during Run 3 a new histogramming firmware module
was added to the backend of the DT slice test that uses Phase 2 readout technology to test how
trigger primitives (muon segments per DT chamber) can be used for bunch-by-bunch luminosity
measurements. This system serves as a demonstration of how a luminosity measurement can be
made with per-bunch granularity for the CMS Phase 2 upgrade.

Figure 112 illustrates the readout diagram of the DT slice test. A detailed description is
provided in ref. [88]. The MB1 and MB2 chambers are read out using the upgraded electronics.
Data duplication was established for the MB3 and MB4 layers, thus allowing us to evaluate the
performance of the upgraded electronics with respect to the older system. The BRIL histogramming
module is placed on the so-called AB7 backend boards. Each AB7 board produces a single histogram.
Each of the MB1, MB2, and MB3 chambers are read out by a single AB7, whereas two AB7 boards
are needed to read out the MB4 chamber.

In addition, the 40 MHz scouting system in Run 3, described in detail in section 10.6, provides
an alternative means to use the bunch-by-bunch muon rate from the level-1 muon trigger for the
luminosity measurements. The concept of the 40 MHz scouting system is to capture part or all of
the trigger data streams from different trigger layers or their subsystems using spare optical outputs.
A demonstration of the scouting system was already tested in Run 2 based on the output from the
global muon trigger algorithm 𝜇GMT described in section 10.2. Due to the inclusion of the layer-2
calorimeter trigger and the BMTF data, the Run 3 scouting demonstration offers additional objects
with more sophisticated customizable selection possibilities. The histogramming for measuring
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Figure 112. Diagram comparing the DT readout (RO) and trigger chains in the Phase 1 system used for
data taking in Run 3 and in the DT slice test that acts as a demonstrator of the Phase 2 system in Run 3.
Reproduced from [88]. CC BY 4.0. The central part of the figure indicates the number of Phase 2 on-board
DT (OBDT) boards installed in each DT chamber. The left part of the figure shows how the Phase 1
readout and trigger-primitive generation are performed by the legacy on-board DT electronics (minicrates).
Information, transmitted by optical fibers from the detector balconies to the counting room, is further
processed independently for the readout (𝜇ROS) and trigger (TwinMux). The right part of the figure illustrates
how the slice test TDC data are streamed by each OBDT to AB7 boards hosted in the counting room, which
are used for event building and trigger-primitive generation.

the luminosity is performed per object type using the already mentioned generic histogramming
firmware loaded on the scouting board.

The histogramming firmware is a generic module developed by BRIL that targets luminosity
measurements using various, primarily Phase 2, CMS subsystems. The DT muon detector and the
40 MHz scouting system are the first to use this new module, and multiple instances of the module
are placed on backend FPGAs. The module comes in two flavors: a synchronous type is adapted to
the bunch-by-bunch luminosity measurements, when the counted objects arrive synchronously with
the bunch clock, as is the case of the DT system. An asynchronous flavor is used for the 40 MHz
scouting system in which preprocessing of the trigger primitives is performed at a rate of 250 MHz,
providing histogram input approximately every six clock periods.

The module is implemented for the Xilinx 7-series and newer FPGAs. The readout of the
histograms can be performed using any suitable data transfer protocol. In particular, the IPbus
and DMA readout interfaces have been implemented for the DT and 40 MHz scouting systems,
respectively.

8.2.3 Z boson counting

Due to a clean signature and a relatively high cross section, the Z → µ
+
µ
− process is of particular

interest for the luminosity measurement. It provides an alternative and complementary method to
transfer integrated luminosity measurements between data sets, as discussed in refs. [214, 215]. In
Run 3, Z boson counting is implemented as part of the data reproduction chain with the capability
of providing precise results within about one week of the data taking. A full initial analysis of the
2022 data has been performed [216] and used to confirm the early calibration of the luminometers
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by comparison with the predicted cross section [217]. The Z boson rates are also used as an
additional method to directly compare the integrated luminosities delivered to the ATLAS and CMS
experiments [218, 219].

8.3 Beam monitoring instrumentation

8.3.1 Beam-halo monitor (BHM)

To monitor the BIB at high radius, an efficient detection system was installed during LS1 and
operated in 2015–2016. It was then recommissioned for Run 3. The BHM monitors [220] are
composed of a total of forty cylindrical quartz Cherenkov detectors, twenty on each end of the CMS
detector, mounted on the rotating shield. The rotating shield is situated at a distance of about 20 m
from the interaction point. The exact location was chosen to maximize the time difference between
the arrival of BIB and particles from the pp collisions. The BHMs are mounted on the outer radius
of the shield, at a distance of 1.83 m from the beam line. The units are uniformly distributed in 𝜙,
starting from 𝜙 = −30◦ and continuing through 𝜙 = 210◦.

Figure 113. Left: photograph of the active element of one BHM detector unit, which is a 100 mm-
long by 52 mm-diameter cylindrical quartz radiator, connected to a Hamamatsu R2059 photomultiplier.
Right: shielding of a BHM detector unit, consisting of a low-carbon steel tube shown in blue, a mu-metal tube
in gray, and permalloy in yellow. The quartz radiator, photomultiplier tube, and socket are shown in white,
light green, and dark green, respectively. Reproduced from [220]. © CERN 2015. CC BY 3.0.

The quartz radiators, shown in figure 113 (left), are optically coupled to a fast ultraviolet-sensitive
PMT on one end and painted black on the other. These detector units use the directional nature
and timing of the BIB background and the pp collision products. In order to use the directional
property, the PMT side of the quartz detector faces the center of the CMS detector. When a BIB
muon arrives with the incoming beam and produces Cherenkov radiation in the quartz, the light
propagates forward and is collected by the PMT. In contrast, pp collision products arrive from the
opposite direction, and the produced light is absorbed by the black paint.

The shielding of each BHM unit consists of three coaxially arranged metallic tubes, as illustrated
in figure 113 (right). The outer tube is a 10 mm-thick, 38 cm-long tube made of mild steel with
endcaps on both sides composed of soft iron (ARMCO) with the same thickness. The intermediate
layer is a 30 cm-long, 1.5 mm-thick mu-metal tube, and the innermost tube is 27 cm long and 0.8 mm
thick made of permalloy. The shielding is designed to protect the PMT tubes from the 17 mT residual
magnetic field and from radiation that mainly originates from low-energy electrons and positrons
produced in the pp collisions, which otherwise would form the dominant contribution to the BIB.

The readout of the BHM detector makes use of many components developed for the HCAL
Phase 1 electronics upgrade [60], with dedicated firmware and readout adapted to the beam-
monitoring requirements [221]. The PMT signal is digitized by a charge-integrating ASIC (QIE10),
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providing both the signal rise time and charge integrated over one bunch crossing. It ensures
dead-timeless readout of the signal amplitude and edge time information with 500 ps resolution. As
a part of the readout from the backend electronics, the occupancy histograms are obtained in time
bins of a configurable duration. The histogram bins are typically 6.25 ns wide and are read out every
4 NB (about 1.458 s). In special running periods, detailed self-triggered data containing event-level
information about amplitude and time-of-arrival of each hit can be also collected.

A calibration and monitoring system was also installed for the BHMs [222] to evaluate possible
changes in performance of the PMTs and quartz radiator due to aging and radiation damage. The
system uses a light signal produced by UV-emitting pulsed LEDs, which is sent to each detector unit
through quartz optical fibers and optical splitters. The monitoring system can be set to send a laser
pulse periodically in an empty orbit or in periods when beams are not present.

8.3.2 Beam-condition monitor for beam losses (BCML)

The BCML detector [223–225] is linked to the abort system of the LHC, and protects the CMS silicon
tracker from beam-loss events. The detectors simultaneously measure the integrated currents over
12 different time intervals and produce an unmaskable beam-abort trigger if one of them exceeds a
threshold, which is configured to be at least three orders of magnitude less than the amount estimated
to cause damage. The BCML system is situated in four different locations within the CMS detector and
includes the BCML1 detector located at 𝑧 = ±1.8 m and the BCML2 detector located at 𝑧 = ±14.4 m
from the interaction point. A total of 16 channels of the BCML detector are actively used in the
beam-abort system, with four channels in each location, providing CMS with monitoring redundancy.

The BCML system primarily uses pCVD diamond sensors, most of which were replaced in
LS2. In addition, BCML2 has sapphire sensors installed, as described below. Diamond detectors
are typically used as robust beam monitors in locations where the radiation levels are very high.
Diamond is radiation hard and does not require active cooling.

There are four pCVD diamond sensors installed at each end of both the BCML1 (figure 114)
and the BCML2 (figure 115) detectors, 16 sensors in total, each having an active volume of
10 × 10 × 0.4 mm3. The current created by ionization in the sensor is proportional to the ionizing
particle flux through the active detector material, and it thus provides a good observable to determine
the amount of radiation that a sensor receives. The BCML sensor signals are read out using the
LHC beam-loss monitor (BLM) electronics [226–228].

If a beam loss signal, i.e., an integrated current over threshold, is detected in BCML1, the
beam can be dumped within two to three LHC turns. The threshold is defined for two different
integration time intervals. A short-duration (40 𝜇s) threshold protects the silicon tracker from
potentially damaging amounts of energy deposition in the electronics, and a longer-term (≈83.3 s)
integration threshold protects against high beam background conditions that can result in problematic
conditions for data taking and reconstruction, as well as an increased dose rate to the inner detector
region. A machine beam interlock system [229] ensures that the BCML system is fully operational
before beam injection into the LHC can begin. The BCML systems are powered independently of
CMS from an uninterruptible power system, so that the LHC can run even if the local CMS power
distribution is not functional.

New optical grade single-crystal sapphire sensors were installed in BCML2 during LS2 in six
stacks. These are produced industrially via the Czochralski process at low cost [230]. Similar to
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Figure 114. Mechanics for the BCML1 detector system. Left: a BCML1 mounted on the BCM1F C-shape
PCB, attached to the PLT support structure. Right: a BCML1 mounted on a C-shape PCB (upper right), and a
single sensor in a Faraday cage (lower right).

Figure 115. Mechanics for the BCML2 detector system. Left: the support structure of the BCML2 detectors,
which also serves as mechanical protection. This structure is compatible with the Phase 2 beam pipe.
Right: single-sensor base plate PCB for the large sensors used in BCML2 (upper right), and a complete sensor
box assembly, with a stack of five sensors (lower right).

– 140 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

diamond, sapphire, chemically aluminum oxide Al2O3, behaves as a wide-band-gap semiconductor,
with a band gap of 9.9 eV . First measurements indicated a very high tolerance against radiation
damage [225, 231], although the charge collection efficiency is low (≈1–10%) [231]. The sapphire
Phase 2 prototype sensors used in BCML2 have an active volume of 25 × 25 × 0.5 mm3 and can be
installed in units ranging from a single sensor to a stack of up to five sensors, as shown in figure 115.
In the stack option, the sensors are electrically mounted in parallel such that the observed current is
the sum of the currents in each sensor.

To normalize the BCML2 readings and thereby monitor nonlinearities and instabilities in
the response from the diamond and sapphire sensors, in addition to the solid-state detectors, two
ionization chambers (one per end) of the LHC BLM type [226] were placed on top of the table
originally designed to support the Castor subdetector. This is located at about 𝑧 = 1450 cm, directly
behind BCML2, and the chambers are connected to the same readout electronics as the BCML2
system. These detectors provide a good dynamic range, demonstrate linearity with a deviation less
than 1% [232], and no radiation degradation is expected. The proximity to the BCML2 detectors,
and the fact that these ionization chambers are in the same readout system as BCML2, makes them
ideal for normalizing the BCML2 readings and thereby monitoring the nonlinearities and instabilities
in the response from the diamond and sapphire sensors. Since the response of these ionization
chambers is also well known for a mixed radiation field, the detectors can also be used to benchmark
the radiation simulations.

8.4 Radiation instrumentation and simulation

Radiation background can cause unwanted signals in detectors, activation of materials, damage to
electronics, and detector degradation. A radiation simulation and monitoring strategy is in place
such that background radiation can be estimated, detected, analyzed, and lowered where necessary.

8.4.1 Radiation monitoring

The radiation monitoring strategy for Run 3 includes the use of the following systems:

• The HF RadMons [233] are gas-filled proportional counters situated inside the HF regions.
There are eight in use during Run 3, four on either end of the CMS detector. The detection
principle is based on neutron capture by boron with the emission of an 𝛼 particle in the argon-
filled proportional counter. The incident neutrons are slowed by a surrounding polyethylene
moderator with a 3-inch radius. The HF RadMons provide information on the total neutron
flux for benchmarking the simulation estimates.

• As the part of a wider radiation and environment monitoring unified supervision (REMUS)
system under the responsibility of the CERN radiation protection group (HSE/RP), during
Run 3 there are 12 inducted activity monitors (IAM) in the CMS cavern, read out by the
radiation monitoring system for the environment and safety (RAMSES) [234, 235]. Ten
of these are in the same place as in Run 2, and two additional ones were installed in the
same location as the existing monitors on the HF, to support luminosity stability studies.
The primary function of the IAMs is to measure the ambient-dose equivalent rates, 𝐻∗(10),
associated with the residual radiation field when the LHC is not operational. However, their
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large dynamic range means that they can also provide reliable measurements of the prompt
radiation field during collisions. They are used to monitor any upgrades to shielding in the
rotating shield region and provide benchmark data for simulations. This system is also used
by BRIL for luminosity stability and linearity studies.

• The LHC RadMon system [236, 237], which is maintained by the CERN EN/STI group, is
designed to monitor the radiation that is related to electronics damage. There are currently 29
LHC RadMon units situated inside the experimental cavern, and it is foreseen to add ten more
during Run 3. Each unit, upgraded to “Type v6”, has 13 detectors, which includes two radiation-
sensitive field effect transistors (RadFETs) to measure the total ionizing dose, three Pin Diodes
(in series) to measure the 1 MeV-equivalent fluence in silicon, and eight static random access
memory (SRAM) modules. The latter measure the cumulative fluence of high-energy hadrons
via single-event effects and thermal neutrons using a different voltage setting. The BRIL
group also uses the LHC RadMon data for radiation simulation benchmarking studies.

In addition to the monitoring systems listed above, several established methods are used to provide
information about the radiation field. These include activation samples that are placed in the outer
cavern with subsequent measurements performed by the HSE/RP group; monitoring of CMS detector
degradation; and the two LHC beam-loss monitors that are used as part of the BCML setup, described
in the previous section. Radiation monitoring is complemented by dedicated simulation studies,
used to predict and understand in more detail the background radiation in CMS.

8.4.2 Radiation simulation

Monte Carlo simulations to predict radiation levels in the experimental cavern and the CMS
detector are typically performed with the CERN FLUKA radiation transport code [238, 238]. The
maintenance of the FLUKA geometry models is the responsibility of the BRIL radiation simulation
team, as well as the dissemination of the simulation results to the CMS subdetector teams via a
web-based tool. The baseline pp collision simulation using a geometry model that reflects the current
CMS Run 3 configuration is tagged v.5.0.0.0. Relative to the Run 2 FLUKA geometry, this includes
the implementation of the LS2 upgrades, the replacement of the central beam pipe from the IP to
𝑧 ≈ 16.7 m, modifications of material within the rotating shield regions including reinforcements
to fill existing gaps, as well as modifications to the installation of the LHC vacuum assembly for
experimental area (VAX) equipment in LS3. The radiation levels per integrated luminosity (or
collision) in the central detectors for Run 3 are expected to be higher than in Run 2 by up to a
factor of 1.5, depending on the location and type of particle, owing to changes in the shape of the
central beam pipe. Changes in the predicted radiation levels in the outer detectors for Run 3 are
influenced by the increased showering in the central regions (resulting in a reduction downstream)
and modifications inside and outside the rotating shield region where a lot of the secondary radiation
is generated and leaks into the cavern. The lighter aluminum beam pipe results in significantly
lower activation levels for a given irradiation pattern. The FLUKA predictions of the radiation
environment in Run 3 are illustrated in figure 116 for the CMS cavern and detector. The effects of
an additional new forward shield, expected to be installed in 2024 around the existing rotating shield
and included in geometry model v.5.1.0.2, are shown in figure 116 (lower).
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Figure 116. The FLUKA predictions for the expected Run 3 fluence of hadrons with energies greater than
20 MeV (upper left) and neutron fluence (upper right) normalized to an integrated luminosity of 200 fb−1

at 7 TeV per beam are shown for the CMS cavern and detector. For the central part of CMS, 1 MeV-neutron-
equivalent fluence (middle left), and absorbed-dose (middle right) are also presented. The lower two plots show
the expected effect of the new forward shield as the ratio of hadron (left) and neutron fluences (right) in the
CMS cavern comparing the Run 3 FLUKA simulation results of v5.1.0.2 with the Run 3 baseline of v5.0.0.0.

8.5 The BRIL online data acquisition and monitoring

The BRIL data acquisition (BRILDAQ) system facilitates the real-time recording, processing, and
monitoring of luminosity and beam background data at a latency of only a few seconds. Essential
BRIL data are delivered in real-time to the CMS and LHC control rooms, allowing for prompt and
efficient operation of the LHC machine and CMS detector. BRILDAQ is completely separate from
the central CMS DAQ system, such that BRIL can operate continuously and independently of the
CMS data-taking status even when all other CMS detector components are switched off.

Similar to the central DAQ system of CMS, BRILDAQ manages distributed and heterogeneous
subsystems using a homogeneous distributed software architecture, where reliability and redundancy
are important to prevent down time. The BRIL data from different subsystems can be viewed together
and correlated in real time, and new subsystems can easily be integrated.

The core software is based on the CMS online framework XDAQ [239]. This event-driven
and message-oriented architecture enables large numbers of loosely coupled software components
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and services to exchange information in near real time. Messages are exchanged via the pub-
lisher/subscriber model (eventing) where the publishers send messages that can be received by any
number of subscribers. Communication between BRILDAQ and the LHC is based on the data
interchange protocol (DIP) [240], which also uses a publisher/subscriber model.

To fully exploit the redundant online luminosity and beam background monitoring systems,
the histogramming of the BRIL subsystem frontends is synchronized using common timing signals
distributed by the CMS TCDS system (section 9), defining the hit count integration interval
boundaries. Long command counters are also distributed for additional intersystem synchronization.
Using such a technique facilitates uniform accounting of the delivered luminosity and the downstream
data handling by BRILDAQ.

Typically, a subsystem provides one or several source instances, which read the raw histograms
from the hardware, and one single processor instance for data aggregation and calibration. Both
kinds of applications are stateless to ensure the availability of the data, regardless of the status of the
LHC beams and the running state of CMS. In Run 3, the participating subsystems are PLT, including
the fast-or and the Slink data, BCM1F, with both RHU and 𝜇TCA readouts, HF, DT, and REMUS for
luminosity measurements, and other BRIL measurements from subsystems such as the beam-pickup
system for timing measurements (BPTX) [212], HF-RadMon gas-filled proportional chambers,
BHM, and BCML. High-level components include the storage manager, the vdM monitor providing
the luminometer calibration constants in real time after a beam-separation scan, the luminosity
monitor, and the best-luminosity selector. The latter selects the value of the instantaneous luminosity
that is delivered to the LHC. The DIP-related components use the service provided centrally by the
CMS DAQ team. In addition, it is foreseen to process PCC data out of the HLT in near-real-time
fashion, as mentioned in section 3.

The run control system, responsible for controlling and tracking the configurations of the
BRIL applications, is based on the CMS run control framework (RCMS) [73] and its configuration
database. Each BRIL process is controlled by a function manager (FM) that manages a simple
finite-state machine.

The run control web frontend allows the operator to control the life cycle of BRILDAQ
applications and to manage the configurations, which are versioned and can be retrieved and stored
in the database via the web. A set of other web tools completes the system by providing useful
functionalities such as displaying logs of the processes and showing results of the data analysis.

The BRIL online web monitor is a single-page application built on the Angular framework [241]
where the website interacts with the user by dynamically rewriting the current web page with new data
instead of reloading the entire page. It displays real-time and historical charts of online quantities.
Monitoring data are published by BRILDAQ applications, then stored in the ElasticSearch [242]
backend database, which responds to requests from the web client. The monitoring system is
nonintrusive and flexible for easy integration of new data and charts.

The raw and calibrated data are stored on local disks, then transferred to an offline storage area,
and eventually moved to tape. Summary data are loaded into the BRIL database. All types of data
can be reprocessed, and multiple versions can coexist on disk and in the databases.

To provide high-quality luminosity measurements for use in physics analysis, an application
toolkit is provided to the physics community, centered around the so-called “brilcalc” tool for
luminosity calculation. It provides delivered and recorded luminosity with different calibration sets,
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using a “normtag” that defines the best detectors and calibrations to use for each time period. This
strategy has proven to be successful and remains unchanged in Run 3.

9 Data acquisition system

This section describes the scope, design choices, and implementation of the experiment’s central
data acquisition (DAQ) system. The present implementation for Run 3 is described in detail along
with a discussion of its performance. We also give an overview of the evolution of the system over
the lifetime of the CMS experiment.

9.1 Scope

The CMS online event selection is performed using two trigger levels: the level-one (L1) trigger,
described in section 10, implemented in custom electronics, which selects approximately 100 kHz
of events based on coarse information from the calorimeters and the muon detectors; and the
high-level trigger (HLT), described in section 11, which runs on a farm of commercial computer
nodes integrated with the DAQ data flow. The HLT processes fully assembled events, applying
algorithms similar to those used in offline reconstruction, and selects a few kHz of events for storage
on disk.

While this two-level approach with full event building after the first level greatly simplifies the
overall system design compared to approaches with more trigger levels and/or partial event building,
the resulting requirements on the data acquisition system are demanding: the DAQ system needs
to read out approximately 700 detector backend boards at a rate of ≈100 kHz and perform event
building and distribution with a throughput of about 100 GB/s— a challenging task when the DAQ
system was first implemented [1] for Run 1 with the hardware available in the late 2000s.

The DAQ system is also responsible for collecting events selected by the HLT, buffering them at
the experiment site, and transferring them to the Tier 0 computing center at CERN. The general
structure of the DAQ system has remained fairly constant from its original implementation for Run 1
up to its current implementation (illustrated in figure 117). Across implementations, the main
components of the system are:

• A trigger throttling system (TTS), consisting of custom electronics modules collecting fast
status information from all the backend boards in order to throttle the trigger to avoid buffer
overflows.

• Since Run 2, the trigger control and distribution system (TCDS), implementing the trigger
control logic, reacting to fast status signals from the TTS or collected directly from upgraded
FEDs, and distributing timing and trigger signals to the entire experiment.

• Custom electronics modules, the frontend readout (optical) link boards that receive data over a
custom link from the detector backend boards (in CMS called frontend driver or FED boards),
and send data over a commercial link.

• A data concentrator network based on commercial network technology.
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Figure 117. Diagram of the Run 3 DAQ system. The total numbers of cabled elements are given, including
elements used in the MiniDAQ systems described in section 9.11 and elements installed as hot spares or for
contingency. In typical global data-taking configurations, a subset is used, as described in the text.

• Readout unit (RU) servers that aggregate data from O(10) FEDs into super-fragments and
buffer the data.

• An event builder network based on commercial network technology.

• Builder unit (BU) servers that build full events from super-fragments received from all the
RUs. In Run 3, the RUs and BUs run on the same set of servers (RU/BU nodes).

• An event backbone network, based on commercial network technology, connecting the BUs to
the filter unit (FU) servers.

• The FU servers that execute the HLT algorithms.

• A storage and transfer system (STS), merging events selected by the HLT into larger files,
buffering them locally, and transferring them to the Tier 0 at CERN via the central data-
recording (CDR) network.

The DAQ system comprises software for data handling and controlling custom electronics, a
hierarchical control system to manage most of the aforementioned components, a monitoring system
that collects metrics, and several monitoring clients that interpret these metrics.
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9.2 Evolution

Since its first implementation for Run 1, the CMS DAQ system has undergone multiple upgrades to
keep pace with the evolving needs of the experiment. Towards the end of Run 1, it became clear that
during Run 2 the LHC would reach higher instantaneous luminosities than originally anticipated,
resulting in increased pileup and larger event sizes. In response, several subdetectors implemented
upgrades and replaced VME-based backend electronics with new systems based on the 𝜇TCA standard.
A new optical readout link with a higher bandwidth of up to 10 GB/s was developed for these new
backend systems. The custom electronics of the DAQ system were upgraded to support this optical
link and to support a new network technology for the data-concentrator network, from Run 2 onwards.

The bulk of the DAQ system downstream of the custom readout electronics consists of
commercial computing and networking equipment, for which a regular replacement cycle must
be observed. This circumstance provided the opportunity to reimplement large parts of the DAQ
system for Run 2, and again for Run 3, benefiting from advances in technology to achieve a much
more compact design while doubling the event building bandwidth from Run 2 onwards. The choice
of networking technology has been adapted following trends in the supercomputing industry. An
overview of the three generations of the CMS DAQ system is provided in table 12.

The HLT computing capacity was scaled up according to the experiment’s needs on a yearly
basis over Run 1 and Run 2. The Run 3 system includes general purpose graphics processing units
(GPUs), providing cost-effective computing acceleration. This has required a major effort in porting
the HLT code. Major changes in the software enabled better decoupling of the DAQ and HLT
processes since Run 2. Various automated features and automatic diagnostics have been added to
the control system to maximize the uptime of the DAQ system. Driven by the need for more detector
partitions than the original system could support, and to host 𝜇TCA backends, a new trigger control
and distribution system (TCDS) was developed for Run 2, absorbing the functionality of the original
trigger control system (TCS), and TTC system, and providing optical inputs for the TTS signals from
the upgraded backends. In the following sections, the upgrades to the DAQ system are described in
more detail with an emphasis on the implementation for Run 3.

9.3 Subdetector readout interface

During Run 1, the CMS subdetectors were read out exclusively through the S-LINK64 [200] DAQ
readout link, an LVDS-based copper link capable of transferring up to 400 MB/s. One or two such
links are received by the frontend readout link (FRL) [246], a custom Compact-PCI card. The FRL
forwarded the data to a commercial Myrinet network interface card (NIC) via an internal PCI-64 bus at
66 MHz. Super-fragments were built on the Myrinet NICs using custom firmware [246]. Assembled
super-fragments were then transferred into the memory of a readout unit (RU) server via DMA.

At the start of Run 2, the Myrinet NIC on the FRL was replaced by a custom-developed PCI-X
card, the frontend readout optical link (FEROL) [247]. The FEROL acts as a 10 Gb/s Ethernet NIC,
sending data to the event builder. It receives data either via the PCI-X interface from the FRL (from
the bulk of the subsystems that continue to use S-LINK64) or via optical SlinkExpress inputs from
new or upgraded subsystems. Up to two SlinkExpress inputs at 6 Gb/s or one input at 10 Gb/s are
supported. While S-LINK64 senders are mezzanine cards plugged onto the backend boards of the
subdetectors, requiring a significant footprint, the SlinkExpress sender is a firmware IP-core that
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Table 12. Key parameters of the CMS DAQ system in Run 1 [1, 243], Run 2 [244, 245], and Run 3.
Run 1 Run 2 Run 3

Event building rate ppa 100 kHz 100 kHz 100 kHz
Event size ppa 1 MB 2 MB 2 MB
Read-out links S-LINK64 (copper) 400 MB/sb 636c 575c–532d 528c

Read-out links opticale 6 Gb/sb — 55d,f 55c,f

Read-out links opticale 10 Gb/s — 60c–167d 176c

FED builder network technology Myrinet Ethernet Ethernet
FED builder network speed 2 rails of 2.5 Gb/s 10 & 40 Gb/s 10 & 100 Gb/s
Event builder # of readout units 640 108d 57g

Event builder network technology Ethernet Infiniband Ethernet RoCE v2h

Event builder link speed 1–3 rails of 1 Gb/s 56 Gb/s 100 Gb/s
Event builder parallel slices 8 1 1
Event builder network throughput 1.0 Tb/s 1.6 Tb/s 1.6 Tb/s
Event builder # of builder units 1260i 73d 57g

BU RAM disk buffer none 16 TB 10 TB
HLT # of filter units 720c,i–1260d,i 900c–1084d 200
HLT # of cores 5.8kc–13kd 16kc–31kd 26kj

HLT computing power (MHS06) 0.05c–0.20d 0.34c–0.72d 0.65j

HLT # of NVIDIA T4 GPUs — — 400
Storage system technology 16 SANk systems 1 cluster file system 1 cluster file system
Storage system bandwidth write + read 2 GB/s 9 GB/s 30 GB/s
Storage system capacity 300 TB 500 TB 1.2 PB
Transfer system to Tier 0 speed 2 × 10 Gb/s 4 × 40 Gb/s 4 × 100 Gb/s

aDesign value. bMain data-taking configuration, excluding links from partition managers used for partitioned running. cAt
the beginning of the run. dAt the end of the run. eSlinkExpress. f54 links from mezzanine cards with optical SlinkExpress.
gReadout and builder unit running on the same server (“folded event builder”). hRemote DMA over Converged Ethernet.
iFilter and builder units running on the same server. jNot including the GPU computing power. kStorage-area network.

can be included in the FPGAs of the backend boards. Only the footprint of an optical transceiver
cage is needed, facilitating the move to smaller form factors such as 𝜇TCA. The SlinkExpress works
with 8b/10b encoding at up to 6.3 Gb/s or 64b/66b encoding at 10.3 Gb/s, resulting in an effective
bandwidth of up to 5.0 or 10.0 Gb/s, respectively. The data format (definition of headers and trailers)
is identical to that of S-LINK64. The SlinkExpress is packet-based and supports re-transmission at
the packet level. Packets have a variable size of at most 4096 bytes. Fragments up to 4096 bytes are
transferred into individual packets, while larger fragments are split across multiple packets.

At the output side, the FEROL sends data via TCP/IP, employing a custom TCP/IP engine
implemented in the FPGA logic. This was achieved through a simplification of the TCP/IP protocol
for unidirectional use, which reduced the number of states from 11 to 3 [248]. The TCP/IP streams
(one per input) are sent via an Ethernet network to a standard Ethernet NIC in the readout unit (RU)
server where they can be received with the standard Linux TCP/IP stack. Using performance tuning
as described in ref. [247], a sustained point-to-point throughput of 9.7 Gb/s has been achieved for
fragments larger than 1 kB.
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For subdetectors that were potentially limited by the copper S-LINK64’s bandwidth, but did
not upgrade their backend electronics, a new type of mezzanine card with optical transmission was
developed. It plugs onto the subdetector readout electronics in place of the original mezzanine
cardand transmits data using the 6 Gb/s SlinkExpress, increasing the bandwidth to 625 MB/s. A
version using 10 Gb/s SlinkExpress is also available. This mezzanine card has been deployed for the
ECAL subdetector with 6 Gb/s SlinkExpress links.

In 2017, a new pixel detector was installed with new backend electronics requiring readout
through 108 links at 10 Gb/s. Instead of producing more FEROL boards that are powered and
controlled through PCI-X because of the legacy interface to the FRL, a new readout board was
implemented, based on the 𝜇TCA standard, incorporating the features of four FEROL boards. The
new FEROL-40 board [249] receives up to four channels at 10 Gb/s using the SlinkExpress and
sends the data on four links of 10 Gb/s Ethernet using TCP/IP.

Table 13 shows the readout parameters of the CMS experiment at the end of Run 1 and Run 2,
and at the start of Run 3. Starting in Run 3, the HCAL barrel partitions are read out with higher
segmentation, as described in section 5.2.8, resulting in a significant increase in data size. Nine
additional readout links were added for the HCAL. The dependence of the data size on the pileup
(PU) and the resulting number of vertices has been studied for each data source. Data sizes observed
at peak PU in Run 2 resulted in a total event size of 1.4 MB. The event size in Run 3 at the planned
peak luminosity of L = 2 × 1034 cm−2 s−1 (⟨PU⟩ = 56) is 1.6 MB. An extrapolation, using a
polynomial fit, to L = 3 × 1034 cm−2 s−1, ⟨PU⟩ = 85, results in an estimated event size of 2.0 MB.
This is still within the design value of the DAQ system, which is therefore considered capable of
handling the readout bandwidth at conditions beyond the planned peak luminosity in Run 3.

For heavy ion runs, where the L1 trigger rate will be 50 kHz, the expected event size based on
the latest heavy ion run in 2018, taking into account the upgrade of the HCAL readout, is 3.3 MB.
The overall throughput at the input to the DAQ system will thus be similar to that in pp runs. The
FED sizes (FED can indicate both the subdetector electronic interface and, in this context, the data
payload that is read out from that interface) is, however, distributed in a different way. In many cases,
a special optimization of zero-suppression and/or selective readout algorithms at the level of the
FEDs is applied in order not to be limited by the bandwidth of individual FEDs.

9.4 Event builder

The CMS experiment uses a two-stage event builder (EVB) system responsible for assembling
event fragments retrieved from around 760 detector backend boards into a single event payload and
delivering the built events to the HLT. The first stage, called the FED builder, reads fragments from
the underground FEROL and FEROL-40 boards and, using the switched network, aggregates them in
the RU/BU nodes. In the second stage, the core EVB, all the RU/BU nodes transfer fragments from
each event into one destination node, assigned on a per-event basis. With the Run 3 DAQ system,
each node in this way handles around 2 kHz of fully-built events. On each node, events are written
into a large 200 GB RAM buffer and made available to the HLT via a dedicated data network.

Network interconnect technologies are a main driver for the EVB design and scaling. The
Run 1 FED builder system [243] was based on the Myrinet 2.5 Gb/s network, comprising 640
RU nodes and split into 8 parallel slices for performance. Prior to Run 2, Infiniband and 40 Gb/s
Ethernet became established mainstream standards in high-performance computing (HPC). They
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Table 13. Subdetector readout configuration.
End of Run 1 End of Run 2 (start of Run 3) Data size [kB]

Subdetector # # # # FRL/FEROL # Run 2b Run 3c

FED FRL FED copper 6 Gb/s 10 Gb/s F40a ⟨PU⟩ = 56 ⟨PU⟩ = 56
Tracker pixel 40 40 108 — — — 32 259
Tracker strips 440 250 440 250 — — — 731
Preshower 40 28 40 26 — — — 54
ECAL 54 54 54 — 54d — — 74
HCAL 32 32 32 (41) — — 32 (41) — 170 +221
Muons CSC 8 8 36 18 — — — 40
Muons RPC 3 3 3 3 — — — 0.3
Muons DT 10 10 9 — — 9 — 22
Trigger 5 5 14 — — 14 — 41
CASTOR 4 4 4 (0) 4 (0) — — — —
TCDS — — 1 — 1 — — 1.0
CTPPS — — 11 9 — 2 — 2.2
Muons GEM — — 2 — — 2 — —e +22

Total 636 434
754 310

55
59

32 1.39 MB 1.63 MB(759) (306) (68)

aFEROL-40 (4× 10 Gb/s). bObserved at Run 2 peak luminosity. cOnly the increment in data size with respect to Run 2 at
the same peak luminosity is shown. dMezzanine card with optical SlinkExpress. eNot included for regular data taking.

were evaluated [244, 250] and ultimately adopted [245, 251] as technologies of choice for the Run 2
DAQ upgrade. This allowed the system to be scaled down by an order of magnitude and implemented
in a single slice, while increasing the overall EVB throughput [252].

For Run 3, the Run 2 equipment, which had reached the end of its vendor support, had to be
retired. The design choice was taken to implement the EVB with 100 Gb/s Ethernet for the Run 3
system. This system, described in the following sections, satisfies nearly identical performance
requirements as the Run 2 DAQ, and, owing to hardware evolution, is reduced in scale by more than
a factor of two. Some design details of the preceding Run 2 system are also outlined.

9.4.1 FED builder

The FED builder transports data fragments over 10 Gb/s links from the underground cavern, over a
distance of around 200 m, to data concentration network Ethernet switches located on the surface. A
total of 557 links from the FEROL and FEROL-40 boards are used in a typical Run 3 data-taking
configuration, as detailed in table 13.

The data concentration network is implemented using a Juniper QFX10016 [253] chassis-based
100 Gb/s Ethernet switch, providing a flat network, which allows full flexibility in routing the fragment
traffic between readout nodes. For inbound traffic from the FEROLs, seven QFX10000-36Q line-
cards are installed, capable of supporting a total of 672 10 Gb/s links, split from 24 × 40 Gb/s ports
per line-card. Three QFX10000-30C cards installed in the switch provide a capacity of up to ninety
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100 Gb/s ports for connections to the RU/BU nodes. A pause frame [254] flow control mechanism is
used to achieve a lossless low-latency network and ensure optimal buffer occupancy on the FEROLs.
The system is configured to support Ethernet jumbo frames of up to 9 kB to improve performance.

9.4.2 Core event builder

The core EVB has three distinct functional units, the RU, BU, and event manager (EVM). They are
implemented as software applications and run on a single set of RU/BU computers, interconnected
using a dedicated event-building data network. These applications are implemented within the
XDAQ framework described in section 9.10.

The RUs unpack and merge fragments received via TCP streams from the FEROLs over the
data concentration network. Each fragment checksum is verified before being merged with others
into a super-fragment, i.e., a collection of fragments from the same event aggregated by a particular
RU, and buffered in memory. The EVM, which runs on a single EVB node, orchestrates the event
building process by performing a destination assignment, i.e., allocating a given event to a specific
BU and sending a message to the RUs to send super-fragments to that destination. When the BUs
receive a super-fragment from each RU the event is completely built. Completed events are written
into ramdisk, a memory buffer structured as a file system, as described in section 9.5. This file
system is exported through the event backbone network to the FUs. An FU group of typically three
or four FUs is assigned to read the event data from each RU/BU node.

Starting in Run 2, EVB senders and receivers were implemented using the Infiniband Verbs-
API, described in section 9.10, for communication over the network using remote direct memory
access (RDMA) capabilities of network-interface cards and switches. This technology facilitates
the bypass of the operating system networking stack and delivers the payloads directly into the
application-accessible memory, avoiding CPU and memory overheads associated with the handling
of high bandwidth and packet rate networking in software.

For the Run 3 EVB, the cost-effective 100 Gb/s Ethernet technology was chosen over the native
Infiniband used in Run 2. A second Juniper QFX10016 chassis-based switch is used as the core EVB
network backbone (equipped with nine QFX10000-30C line-cards having a total of 270 100 Gb/s
ports). The switch supports a lossless Ethernet network, a prerequisite for RDMA over Converged
Ethernet (RoCE) v2 protocol, providing encapsulated Infiniband protocol over Ethernet hardware.
Importantly, like native Infiniband, it facilitates direct memory access between communicating nodes
using offloading by NICs. A benefit of using RoCE v2 is that the Verbs-API-based EVB applications
developed in Run 2 can be reused with minor adaptations.

In addition to the core EVB network, the switch runs the event backbone network, which handles
the traffic between the EVB and HLT farm. The same chassis switch supports also the storage
and transfer system (including transfers to Tier 0), traffic from the DAQ to the online data quality
monitoring system, and running the online cloud on some of the legacy Run 2 HLT nodes. The 62
RU/BU nodes are connected to the EVB network over 100 Gb/s optical links, including 57 nodes as
part of the nominal data-taking configuration and five as hot spares. In addition, there are seven cold
spare nodes without network interface cards.

As pointed out above, the Run 3 system also introduced a folded core EVB setup, where the
RU/BU nodes serve as both RU and BU functional units (RU/BU). This allows the bidirectional
utilization of the network links, nearly halving the number of needed RU/BU nodes and the network
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bandwidth compared to a nonfolded setup, thus reducing the overall size and cost of the system
for the same throughput requirement. On the other hand, this design is demanding on the I/O and
memory performance of the nodes, which in such a system need to receive and merge fragments,
exchange super-fragments with other RU/BU nodes, build and serve full events, and pass-through
the HLT output to the STS, all over multiple 100 Gb/s interfaces. Therefore, a modern server
architecture was required for the task. Dell R7515 servers, with the 32-core AMD EPYC Rome
7502P CPU running at 2.5 GHz, equipped with 512 GB of DDR4 RAM, were selected, with all
memory channels populated for the maximum memory performance. Each server is equipped with
two Mellanox ConnectX6 dual-100 Gb/s PCIe Gen4 NICs. One card has both links used for the
respective connections to the FED builder and event backbone networks, while the second card uses
one link for connection to the core EVB network.

9.4.3 Performance

Detailed studies were done comparing the EVB performance of both the Intel Xeon Skylake dual-
socket servers [144] and comparable AMD EPYC Rome single-socket platforms. The AMD platform
was ultimately chosen for RU/BU nodes for Run 3 due to better performance and a simplified memory
architecture. The AMD 7502P CPU is internally assembled from multiple 4-core silicon dies (CCDs),
each having a separate L3 CPU cache and an interconnect fabric providing eight memory controllers,
as well as multiple PCIe Gen4 interfaces. Due to these characteristics, the CPU internally resembles,
to an extent, the nonuniform memory access (NUMA) memory architecture. It can be configured in
a 4-, 2-, and single-node NUMA mode with respect to the CPU die and memory controller topology.

The single-node NUMA mode uses interleaved access to the RAM controllers with improved
maximum bandwidth, with the drawback of potentially higher memory and I/O latency. In evaluations,
this mode was found to be a well-balanced setup for folded EVB requirements, avoiding the delicate
tuning of thread affinities to CPU cores, which would have been needed to optimize performance. The
setup maintains CPU affinity settings for groups of threads running similar tasks to the same or adjacent
CPU cores and placing them closer to the corresponding NIC PCIe lines in the interconnect topology.

A memory-based file system based on Linux tmpfs [255] is used as the EVB event output
ramdisk. To achieve high read/write performance, 2 MB huge-page support for tmpfs is used,
available in recent Linux kernel versions. It significantly improves the ramdisk throughput since it
avoids bottlenecks when the CPU is handling a large number of 4 kB memory pages.

Measurement of the DAQ event building performance with emulated data generated by the RUs
and discarded after event building, is shown in figure 118. This demonstrates that the EVB system
is capable of handling the nominal 100 kHz event rate from the L1 trigger with event sizes up to
≈2.5 MB. A throughput of approximately 10 GB/s is achieved per RU/BU node at the plateau, which
is 80% of the available network bandwidth.

The performance for input generated in the FEROLs and either discarded after the EVB or
passed through the full-chain DAQ system (including the HLT and STS) is shown in figure 119. Two
setups of a smaller scale than the data-taking setup were used for this measurement, comprising
either four or 19 RU/BU servers in a folded setup, with an additional machine running an EVM
application. Each RU application was concentrating 20 fragments from the FEROLs (two fragment
streams per 10 Gb/s FEROL link, or a total of 100 Gb/s of the input network bandwidth per RU). A
total of either 16 or 76 FUs, four assigned to each RU/BU, were used. These servers were Run 2
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Figure 118. Core event building throughput (left) and event rate (right) of the full-scale RU/BU EVB setup
shown for a range of built event sizes. Emulated input data are generated in the RU/BUs and discarded after
the event building stage.

FU nodes equipped with 10 Gb/s Ethernet NICs. Thus, the total available bandwidth was 40 Gb/s
over the event backbone network to the FU group. With each system, a plateau throughput of about
9 GB/s was achieved per RU (BU), with discarding the data after the EVB, amounting to over 70%
of the available network bandwidth from the FEROLs. About 4 GB/s per server was achieved with
the full-chain DAQ, which is about 80% of the available network bandwidth to the FUs.
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Figure 119. The DAQ throughput (left) and event rate (right) per RU/BU node for a range of uniform fragment
sizes using a mode with the data discarded after the EVB and with the traffic flow through the HLT and STS.
Emulated input data are generated at the FEROLs with 20 fragments concentrated per RU/BU.

This result demonstrates that the system is capable of handling traffic for fragment sizes larger
than 2000 bytes at rates above 100 kHz. When extrapolated to the larger system of 50 RU/BUs
(nearly the scale of the system used in Run 3), a fragment range around 2000 bytes corresponds to
the total event size of over 2 MB, which is above the size expected in Run 3. With the fixed number
of FUs per RU/BU, the achieved bandwidth approximately scales from the small- to the medium-size
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system and gives confidence that the system comprising over 50 RU/BU nodes can robustly scale and
handle the Run 3 requirements. Furthermore, while tests were performed using a 10 Gb/s network
bandwidth per FU, the Run 3 FUs have more bandwidth available from the 25 Gb/s Ethernet links,
as mentioned in section 9.5.5, and, therefore, higher full-chain throughput capacity.

9.4.4 Event builder load balancing

The EVB protocol implements a global dynamic re-balancing mechanism of the event building
throughput on the RU/BU nodes. The assignment algorithm, running on the EVM, periodically
determines the load status of each node, depending on factors such as the local output buffer
occupancy, as well as the number and type of HLT computers attached to a particular RU/BU. From
these, it determines the rate at which each node can build events to fairly distribute the load and
equalize the processing latency at the EVB and HLT across the cluster. A local throttling mechanisms
on the RU/BUs can also get triggered, based on occupancy thresholds and latency information
reported by the HLT infrastructure software. This results in the BU application temporarily blocking
or throttling the event building at the corresponding RU/BU.

9.5 Event filter

The HLT performs the second stage of event filtering, analyzing at a rate of approximately 100 kHz,
the events selected by the L1 trigger, and accepting events at a rate on the order of a few kHz. It runs
on a large cluster of multicore servers (FUs) that perform the reconstruction and filtering in software,
implemented within the CMS software framework (CMSSW) [256].

By using the same framework and code base for the online and offline reconstruction, most of the
algorithms developed in CMSSW for the offline reconstruction can also be employed in the HLT. This
enables the reuse of the same data structures, supports a unified approach to the use of detector condi-
tion data, and allows for rapid deployment of both newly developed and established offline algorithms.

Starting from the first year of Run 2, the CMSSW and HLT implemented task-based multithreaded
event processing. This feature was instrumental in reducing the memory requirements of the HLT: by
running a smaller number of processes on the FUs, each using multiple threads, common data such
as detector conditions and calibrations can be shared among threads, decreasing the overall memory
footprint on the servers. As a result, this made it possible to fully exploit all the logical cores of
the CPUs, leading to increased overall computing efficiency. At the beginning of Run 3, support
for offloading to accelerators, such as GPUs, was also added. In addition, reducing the number of
running processes per server was found to be beneficial in reducing the memory footprint on the GPU.

The framework architecture is described in more detail in section 12. The HLT algorithms
and offloading are detailed in section 11. A dedicated software infrastructure couples the CMSSW
workflow with the EVB and the storage and transfer system. It handles the data input and output for
all these processes, as well as the bookkeeping of event processing and monitoring.

9.5.1 File-based filter farm

The HLT interface to the DAQ, running in the same process as the HLT algorithms, is implemented
in ordinary CMSSW modules and services, which facilitate the communication and reading of input
data from the RU/BU nodes. The data transfer into the HLT starts from a ramdisk file system serving

– 154 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

as a data buffer on the RU/BU [257]. An NFS (network file system) v4 server provides access to the
file system over the network. The ramdisk is sized to buffer the data during the HLT startup time of
60–90 s, dominated by the loading of the software libraries, calibrations, and conditions, as well as
to absorb fluctuations in the HLT event processing time.

The BU application writes fully built events into the ramdisk, using a custom binary file format
with a header prepended to each event describing its total length and providing information such as
an identification number and a checksum. The files created by the BU application, each containing
around 100 events, are distributed among CMSSW processes running on several FUs assigned to
the RU/BU node. A dedicated application running on the RU/BU nodes, called the file broker, is
responsible for the unique assignment of files to the processes. The requests for files are placed with
the file broker using an HTTP-based protocol, while the standard file system access API is used
to read files from the NFS. All input-related communication and file access is implemented in the
CMSSW input source module written in C++. This module operates several dedicated threads for
pre-buffering of the input data to minimize stalling the CPU cores while waiting for input. The input
source parses the assigned input files, extracts and verifies the event payload against stored fragment
checksums, and hands it over to the framework, which schedules the HLT modules performing the
event reconstruction, analysis, and filtering.

9.5.2 The HLT software infrastructure

The HLT daemon is a system service orchestrating the HLT operation in the RU/BUs and FUs.
Implemented as a Python application, it relies on a file notification API of the Linux kernel,
inotify [258], which provides low-overhead monitoring of file system events. The start of a run is
triggered by the appearance of raw event data files in the ramdisk. Similarly, a run completes when
all files have been processed by the HLT. The service runs on all RU/BUs, where it is responsible
for contacting the attached FU nodes to process a run, as well as the FUs, where it is responsible
for managing the life-cycle of the locally running CMSSW processes. The HLT daemon starts the
CMSSW applications as forked child processes, monitors their status, and can restart them in case of
unexpected process termination. Each child CMSSW process is allocated a number of CPU cores
or hyperthreads (in the case of using simultaneous multithreading (SMT), a technique allowing
separate tasks to run on the same CPU core), also taking into account the number of parallel threads
configured in the CMSSW processes, as also described in section 11. By using such an allocation
strategy, servers can be used at their maximum computing capacity.

9.5.3 The HLT menu and output data streams

The HLT configuration, also referred to as the “HLT menu” and described in section 11, defines a set
of paths in which physics objects are reconstructed and events are filtered based on specific physics
requirements. Events that are accepted through HLT paths for similar physics processes are stored
in primary data sets, defined also in the HLT menu. The primary data sets are defined such that
the total event rate of each data set is kept within the limits imposed by the offline data processing,
while minimizing the overlap among different data sets. In turn, the primary data sets are grouped
into streams, corresponding to the actual files that are output by the HLT processes and transferred
to the Tier 0 for offline processing. In addition to those used to collect events for physics analyses,
the HLT defines dedicated paths and streams to collect data for detector calibrations and for online
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data quality monitoring (DQM). Finally, special paths and streams are used to collect statistical
information about the HLT processes themselves, such as the individual trigger rates and CPU usage.

Events selected by the HLT are serialized using ROOT [259], compressed using gzip [260],
LZMA [261], or Zstandard [262], and written to files on the local partition. Lossless compression
used for the HLT output, applied to the entire serialized event payload, reduces the total event size to
about 70% of the input event size for proton runs (specified in table 13), as observed in Run 2 and the
first year of Run 3. For proton runs, it is preferable to minimize the CPU usage of the compression
in order to preserve resources for the HLT reconstruction. The gzip tool, which was used in Run 2
and in 2022, typically used up to on the order of 1% of the CPU in the HLT during Run 2 and 2022.

The application of Zstandard was evaluated after the first year of Run 3 and shown to have
improved performance for a compression factor comparable to gzip, with an estimated use of less
than 0.5% of the CPU. The HLT began using this algorithm for compression in 2023 for proton
runs. For the heavy ion run, the compressed size is estimated at about 3 MB for centrally colliding
collision events and 1.2 MB for minimum-bias events, based on the 2018 heavy ion run. The LZMA
algorithm, which can typically improve the compression factor by an additional 10–15%, but is an
order of magnitude more CPU demanding than gzip or Zstandard, is being considered in order to
maximize the HLT output rate within the DAQ bandwidth limits. The approaches to size reduction
of heavy-ion events are discussed in section 11.6.

Each output stream is written into a separate file and includes the event raw data, a selection
or a summary of the HLT objects, and the trigger decision for each path specific to a stream. The
streamer file format used for output allows files belonging to the same stream, but produced by
different processes and nodes, to be trivially concatenated. This step, which is performed separately
for each stream, is called merging. In the first merging stage, streams are merged from local CMSSW
processes and copied to the NFS-mounted output partition on the RU/BU. Subsequent merging
stages are handled by the storage and transfer system (STS), as described in section 9.6.

The CMSSW input, output, and merging operate on sets of data and metadata files created
separately for each stream at a regular time interval called the luminosity section (LS), spanning 218

LHC orbits, which takes approximately 23.3 s as explained in section 8. Metadata, written by the
BU, by the CMSSW processes, and by the HLT output merging at LS intervals, specify information
such as event counts, checksums, and total output size. Bookkeeping (completion) and integrity
checks are performed at the granularity of an LS by comparing input and output metadata. In the
case of a failed integrity check, alerts are raised to notify the shift crew, and the affected data are
discarded and marked as missing in the bookkeeping.

The HLT daemon services handle all the local output collection and merging tasks on the FUs.
They also report the latency in event processing and merging to the BU application. The BU uses
this feedback to throttle event building in case of high delays and can activate throttling in case of
high ramdisk occupancy.

9.5.4 Monitoring

The file-based filter farm (F3) monitoring system was designed from the ground up in Run 2 [242]
around the Elasticsearch NoSQL database [263]. Structured JSON-formatted [264] monitoring data
are injected into an Elasticsearch cluster from the HLT daemon service, STS, and other sources.
This includes bookkeeping such as input and output event counts, event file size, bandwidth, CPU
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usage, HLT information, and the hardware state at the granularity of each FU node. Textual logs and
error reporting from the HLT processes are also handled. Information is stored for an extended time
of up to several years, allowing real-time as well as follow-up analysis of performance and faults in
the system. Several web-based tools have been developed as frontends to the system, visualizing the
information for experts and the shift crew. Monitoring of the HLT performance is also collected
using non-event streams, such as histograms, which are merged and shipped to the DQM system,
and trigger statistics, which are merged and stored in a database.

9.5.5 Evolution of the HLT farm

The F3 was gradually expanded almost every year during Run 2, as the HLT processing requirements
increased due to evolving LHC and detector conditions. The FU nodes are typically replaced with a
new generation of hardware after the end of their 5-year warranty periods, with the old nodes being
assigned to the online cloud, as described in section 9.9.2. Table 14 summarizes the composition of
the HLT farm at the end of Run 2 and at the beginning of Run 3, along with the computing power
estimates based on the HEPSPEC 2006 [265] (HS06) benchmark measurements. Prior to the start of
Run 3 data taking, the entire farm was replaced with new AMD CPU nodes, each equipped with two
NVIDIA T4 GPUs [266]. In this configuration the average processing time of the HLT can be up to
500 ms per event, at the nominal L1 rate of 100 kHz.

Table 14. Summary of the HLT filter farm unit specifications, thermal design power, and performance based
on HS06 in the final year of Run 2 and first year of Run 3.

Run Run 2 (2018) Run 3 (2022)
Architecture Intel Haswell Intel Broadwell Intel Skylake AMD Milan
CPU model dual E5-2680v3 dual E5-2680v4 dual Gold 6130 dual 7763
CPU cores 2 × 12 2 × 14 2 × 16 2 × 64
Nominal freq. [GHz] 2.5 2.4 2.1 2.45
Turbo freq. [GHz] 3.3 3.3 3.7 3.5
TDP [W] 120 120 125 280
Memory [GB] 64 64 96 256
Nodes 360 324 400 200
CPU cores (total) 8640 9072 12800 25600
HSa/node 538 659 773 3224
TDP [W]/kHSa 223 182 162 87
kHSa 194 214 309 645
GPU card — — — 2×NVIDIA T4

aHS06 measurements only take into account the CPU performance. The precision is around 1%.

Specific HLT reconstruction algorithms, such as those used in data scouting, described in
section 11.4, can be offloaded to these GPUs, reducing the average HLT event processing time by
over 40%, as shown in figure 134 and discussed in section 11. In comparison to an HLT farm
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equipped only with CPUs, this corresponds to a reduction in the farm’s overall cost by approximately
15% and its power consumption by 30%.

On F3 nodes, CMSSW jobs are divided into two groups, and, for each group, the CPU and
memory affinity is pinned to a single CPU socket NUMA domain on dual-socket AMD nodes. Each
GPU is attached to PCIe lanes on an individual CPU socket and assigned to the group of processes
running on the same socket. The NVIDIA multiprocess daemon is used to schedule GPU access
between processes, providing a small performance enhancement over direct access. A total of eight
jobs with 32 threads and 24 streams each (i.e., parallel event processing pipelines in CMSSW) is used
per node, since this configuration was found to fit within the memory capacity of the nodes and GPUs.
It was determined that increasing the number of threads per process in CMSSW adds a small additional
overhead, and thus it was not further increased to keep the optimal processing capacity of the F3.

To support NFS data transfers in Run 3, a Juniper QFX5120 top-of-the-rack (ToR) switch is
employed, which uses 8 × 100 Gb/s up-links to the event backbone network from each rack. The
network contains approximately 40 FU nodes with 25 Gb/s Ethernet connections to the ToR switch.
A flat interconnect network is provided, enabling any FU to communicate with any RU/BU node.

9.6 Storage and transfer system

The storage and transfer system is the last stage of the DAQ data flow. It collects the HLT output
from each RU/BU and associated FU group and writes it to a cluster file system. It later transfers
the data to Tier 0 for repacking from the streamer format into the ROOT format and to permanent
storage on disk and tape servers.

The HLT daemon services on the FUs within the FU group concatenate output streamer files,
analyze metadata, and copy the corresponding files into a dedicated RU/BU output partition. This
was a spinning disk RAID array in Run 2, and is a 200 GB ramdisk partition in Run 3 to support
higher throughput. The merger service running on the RU/BU nodes periodically polls the streamer
and JSON metadata files in this area, written by each FU for a particular stream and luminosity
section. The JSON metadata files are used to verify the completion of per-LS output. Once all FUs
have copied a complete set of files, the service distributes tasks to several worker threads to read the
output of all streamer files and append them into a single file location in the distributed file system.
For most streams and a majority of the output bandwidth, this step is done by simultaneously writing
into a single file at a different offset. This technique is used to efficiently merge data into the final
file object, one per stream and LS. This file can be transferred by a single copy operation to Tier 0,
instead of requiring an additional read and write operation to perform such a concatenation.

The final stage of merging is performed on a set of dedicated STS nodes, with each handling
a subset of streams. For most streams this amounts to verification of the metadata and checking
the completion of files written by the merger service from each RU/BU. Fully merged streamer
files, residing in a cluster file system, are handled and transferred to their destination by the transfer
service, also running on the same nodes as the merger service. For data destined for the Tier 0, a pool
of threads starts the file copy jobs to transfer data to the EOS disk system [267] using a high-speed
link to the central data recording (CDR). The transferred file size is kept below 16 GB for optimal
transfer throughput performance. The network infrastructure used to transfer to the Tier 0 is detailed
in section 9.9. Streams are also delivered to several other destinations, such as the DQM and the
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calibration cluster, or are parsed to extract the HLT and L1 trigger rate monitoring information and
inject it into the relational database.

Extensive bookkeeping is required to track all the files passing through the system. This
information is injected and visualized in the F3 monitoring system. Metadata relevant for the
transfers are also written to an SQL database for bookkeeping and to provide transfer metadata to
the Tier 0.

For Run 2, Lustre [268] was selected as the cluster file system, after initial evaluation in the
DAQ integration system. The production system consisted of two disk servers (OSS) and a metadata
server (MDS), providing on the order of 9 GB/s of total read and write throughput, with around
500 TB of storage space provided by a redundant hard drive setup.

In Run 3, the storage system requirements are driven mainly by the heavy ion running, which,
apart from centrally colliding lead ion events, aims to collect a large amount of minimum-bias events.
An estimated throughput of 17 GB/s is required in a scenario that includes a trigger selection of
around 1 kHz of centrally colliding heavy ion events and a minimum-bias rate of 10 kHz at the HLT
output, as described in section 9.5.3.

To cover these requirements, a hardware refresh was pursued in Run 3, retaining the same file
system technology while significantly improving the bandwidth capability compared to Run 2. A new
system comprising two DDN EXAScaler [269] SFA7990X data servers and a single SFA400NVX
metadata server was acquired for the task. Each data server consists of 124 SAS 8 TB 7.2k RPM hard
disks, organized in a RAID6 array. The metadata server comprises 23 SSDs, each of 1.8 TB capacity,
in a RAID6 array. The system is connected via the chassis-based Ethernet switch also used for the
EVB and HLT. Seven STS nodes were additionally installed and are connected to the chassis-based
Ethernet switch. Together with the RU/BU nodes, these nodes are set up as Lustre clients and the
file system made accessible through mount points. The Run 3 Lustre system storage space was
scaled to provide several days of storage space for proton LHC runs or up to a day for heavy ion
runs should the Tier 0 connection fail. The usable disk capacity is 1.2 PB, and the system is capable
of simultaneously writing 24 GB/s and reading 11 GB/s using standard file system benchmarking
tools. The TCP/IP protocol was used for communication in these tests. The system is capable of
temporarily prioritizing the write bandwidth at the expense of the read bandwidth, up to the limit of
the available disk space. This is particularly useful for runs with high peak bandwidth, such as heavy
ion runs, where the read rate recovers and allows draining the accumulated files towards the end of
the LHC fill and in interfill periods.

9.7 Trigger throttling system

The trigger throttling system (TTS) collects fast readiness signals from all FEDs, merges them per
TTC partition with a priority logic, and makes them available to the trigger control logic to avoid
buffer overflows by inhibiting triggers or drive recovery actions. While in Run 1 this trigger control
logic was implemented in the trigger control system (TCS), since Run 2 it is part of the trigger
control and distribution system (TCDS), described in section 9.8. A FED may signal the following
main TTS states: Ready (to accept triggers), Warning/Busy (buffer fill level above high-water
mark), Out-Of-Sync (synchronization loss), and Error (other error situation), in ascending order
of priority. The TCDS reacts to the highest-priority TTS state by inhibiting triggers, executing a
re-synchronization sequence, or executing a reset-sequence.
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For the legacy FEDs, TTS signals are sent using four LVDS pairs, which are merged using
compact-PCI based fast merging modules (FMMs) [246] that combine the TTS states of up to 20
FEDs using a priority logic. For partitions with more than 20 FEDs, the FMMs are arranged in a
tree structure. For upgraded FEDs, TTS signals, transmitted over optical fiber, are merged with a
similar logic by 𝜇TCA-based TCDS partition interface (PI) modules, as described in section 9.8.

9.8 Trigger control and distribution system

At the start of Run 2, a new TCDS [270] was introduced, replacing the Run 1 trigger control
system that was integrated into the L1 trigger system, and the Run 1 TTC system. The TCDS
provides support for an enlarged range of detector partitions and for detector backends sending their
trigger throttling signals over optical fiber. These were both needed to integrate the additional and
upgraded subdetectors with 𝜇TCA backends during Run 2. The TCDS distributes timing and control
(synchronization) data that are flowing to the detector backends and frontends and receives back
status information related to the readiness of the detector systems to handle more triggers. The clock
reference that is distributed along with the fast control information is synchronous with the beams in
the LHC, which is required to keep the data taking in step across the various detector systems. The
TCDS is implemented in the 𝜇TCA architecture.

As illustrated in figure 120, a central crate contains a central partition manager (CPM) board
and up to twelve local partition manager (LPM) boards. The CPM receives the LHC clock from the
TTC machine interface and the L1 accept signal from the global trigger, as described in section 10.3).
Each of the LPM boards contains eight independent integrated CMS interface (iCI) logic blocks
that are able to control a detector partition for local running. The iCI blocks translate the generic
TCDS synchronization commands to subdetector specific commands. The iCI block also contains
a partition-specific emulator of the APV25 tracker readout chip buffer levels that inhibits triggers
that would lead to overflows of these buffers. Each LPM board also contains two partition manager
(PM) blocks that can orchestrate combined runs with sets of partitions in the same LPM. The CPM
contains one PM block orchestrating global runs with all partitions. The PM blocks provide the
following functionality:

• Trigger throttling, taking into account:

– the TTS state of partitions;

– trigger rules, suppressing bursts of triggers by limiting the number of triggers in certain
windows of bunch crossings, as required by the subdetector frontend electronics;

– protection against overflows in the pre-shower frontend ASIC (in a similar way to the
protection against overflows in the APV25);

– resonant trigger protection, i.e., protection against triggers arriving at regular intervals
over prolonged periods, which could give rise to resonant vibrations that might damage
systems (such as wire bonds),

– the DAQ back pressure to the PM’s readout link.

• Bunch mask trigger veto that can be used to inhibit triggers (such as prefiring triggers) in LHC
bunch crossings that are not filled.
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• Generation of random triggers.

• Generation of (periodic) calibration triggers to trigger the readout of calibration events
(interleaved with physics events).

• Definition of sequences of synchronization commands such as run start, run stop, and detector
backend recovery.

• Automatic triggering of sequences based on the trigger throttling state, for example, for global
re-synchronization or subsystem-specific recovery actions.

• Monitoring of trigger rates, sequences, and dead times.

A secondary set of local and central partition manager hardware, connected in parallel to the primary
partition managers, is available for final validation of firmware and/or software updates, or as hot spares.

Figure 120. Overview of the CMS trigger control and distribution system (TCDS).

Each of the iCI blocks is connected to a partition interface (PI) board, fanning out triggers and
synchronization commands to a single detector partition and merging the throttling signals from the
partition. These boards are located in separate 𝜇TCA crates. For the bulk of the backend boards,
the PI board receives the TTS signal from an FMM, as described in section 9.7, while triggers
and synchronization commands are sent via backwards-compatible TTC fibers and the legacy TTC
hardware. For upgraded subsystems, the PI sends triggers and synchronization commands to up to
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10 backend boards via bidirectional optical links. In the reverse direction, it receives TTS signals
from the backends and merges these signals with a priority logic similar to the FMM.

9.9 Networking and computing infrastructure

The operation of the CMS experiment is supported by the CMS service network, a high-performance
distributed network connecting all the computers directly related to the operation of the experiment.
While isolated from the CERN general purpose network (GPN), connections to the CDR and LHC
technical network (LHC-TN), as well as the GPN, are allowed for use in specific cases. The network
follows a redundant design established in the early years of the experiment. Currently, routers
provide 1 Gb/s Ethernet connections to the servers. Available bandwidth is commonly used for user
access, control, and monitoring. The majority of the DAQ computers are located in racks, to which
the service network is provided using ToR switches.

The DAQ data networks have been significantly redesigned and upgraded throughout the lifetime
of the experiment, as described previously in this section. To facilitate sending data taken by the
experiment in Run 3 to the Tier 0, four 100 Gb/s links from the event backbone network to the CDR
are employed. This facility is also used by the online cloud for accessing external data stores and
services, as described in section 9.9.2.

A network-attached storage (NAS) system is used by CMS for core storage needs. This includes
home directories and subsystem storage, exposed via standard remote file system protocols to nodes
in the CMS network. The system acquired for Run 3 provides 1.3 PB of storage space. The CMS
online computing system runs the CERN-supported version of Linux, CERN CentOS 7 (CC7) [271],
as well as Red Hat Enterprise Linux 8 (RHEL8) [272]. Both of these operating systems are also
used for the DAQ operation. Machines are initially installed (or reinstalled) using a network preboot
execution environment (PXE) boot installation service. After Run 1, the Quattor [273] system was
replaced with the Puppet [274] software configuration management tool, which handles the OS
installation, configuration, and deployment of the online software in distributed and reproducible
fashion on thousands of DAQ and subsystem computers.

9.9.1 Virtualization

Virtualization allows the reuse of physical computers by sharing them for multiple services that are
running in virtual-machine (VM) instances, while simultaneously providing an isolated execution
environment for each service. A virtual-machine infrastructure has been set up and used to run the
CMS online services based on the oVirt [275] open-source virtualization management platform
on the CentOS 7 OS. The VMs running on this infrastructure are installed from OS boot images
provided on the network and using the Puppet configuration management system described above.
The VMs are accessible on the service network via dedicated network names assigned by the DNS.

9.9.2 Online cloud

The HLT farm consists of a large number of multicore nodes, representing significant computing
power. During interfill periods, week-long technical stops, and longer LHC and detector upgrade
periods, this capacity is mostly unused for the HLT tasks. Thus, starting in Run 2, infrastructure
was developed [276] to run an Openstack-based cloud overlay to use the computing resources for
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offline production jobs. In order to not overlap with the HLT-based workflows, the FUs are able to
run virtual machines (VM) that provide the necessary software environment for the worldwide LHC
computing grid (WLCG) CMS jobs. These jobs run tasks such as simulation and reconstruction in
full isolation from the HLT. In section 12, more details on the WLCG and workflows are provided.
An API is implemented in the HLT daemon to facilitate the automatic suspension and startup of the
cloud mode or resumption of the HLT. The cloud images can be suspended to disk and later resumed,
allowing the quick save of unfinished jobs when, for example, the cloud needs to be suspended based
on the LHC status. The system can also perform the switch automatically, reacting to the LHC state
or, in another mode, monitoring the HLT CPU usage and dynamically re-allocating unused fractions
of the HLT to the cloud. About 5% of the farm remains in HLT mode at all times to provide an
operable HLT for cosmic ray data taking, commissioning, and tests.

Openstack VMs use a virtual local area network (VLAN) for access to the CERN services
such as EOS, where the job input data, as well as the destination of job results, are located. The
VLAN is implemented in the event backbone network and routed through CDR links to the CERN
IT infrastructure.

The overlay cloud has been extensively used since Run 2 and successfully expands the CMS
computing resources through opportunistic re-purposing of the hardware. Furthermore, it consists
not only of the active HLT cluster, but also computing nodes that were retired from the HLT. They
are kept in cloud operation as long as the computing infrastructure support is possible. Overall, the
online cloud, which is classified as a Tier 2 CMS site, as described in section 12, is one of the major
contributors to CMS offline computing, comparable to the largest Tier 1 sites in the amount of CMS
production workload.

9.10 Software, control, and monitoring of the DAQ

Two software frameworks have been developed within CMS to implement the bulk of the experiment’s
online software: the C++ based XDAQ framework [239], used to implement hardware access and
data transport, and the Java based run control and monitoring system (RCMS) [73, 277], used to
implement the hierarchical control structure and main user interface. These two frameworks, which
have been adopted by the central DAQ system and by all subdetectors, are maintained and enhanced
according to the evolving requirements of the experiment and continue to be used in Run 3.

The XDAQ software is a platform designed specifically for the implementation of distributed
DAQ systems. It has a layered middleware structure, providing support for communication, a web user
interface, high-speed networking, hardware access, multithreading, performance tuning, monitoring,
error reporting, and logging. The XDAQ system builds upon industry standards, open protocols, and
libraries, e.g., TCP, HTTP, XML, and Apache Xerces. Notable enhancements to XDAQ include the
development of new “peer transport” plug-ins to support new network technologies, such as RDMA
using Infiniband Verbs [278, 279], and a new service-based approach to the configuration of the
built-in monitoring and alarming infrastructure [280]. New XDAQ-based applications have been
added to control new types of custom hardware and existing applications, such as the event builder
enhanced with features such as load balancing and fault tolerance.

The RCMS is a framework based on web applications running inside container instances
(Apache Tomcat), which provides the building blocks to compose a distributed hierarchy of nodes to
control and monitor the state of XDAQ applications and other online applications used during data
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taking. Control nodes are based on state machines, with system-specific control logic implemented
in Java. They are steered and monitored through web user interfaces. The RCMS includes database
schemas to hold the configuration of all software components, define hardware configurations, and
manage the complex interconnects required for the two-stage event builder. Extensive tools for
configuration management are available. In the area of the RCMS, the development of guidance
systems for operators and automation have helped to make the operation of the experiment less
error-prone and less reliant on the knowledge of experts. The overall configuration of the experiment
can be automatically selected based on the state of the LHC, actions needed in response to certain
LHC state changes, and actions like high-voltage ramping in the detectors that are performed
automatically [277]. Recovery from regular single-event upsets and from other typical data-taking
problems is fully automated [281, 282]. Configuration management tools have been enhanced
according to new requirements in Run 2 and Run 3 supporting, for example, fine-grained data-flow
optimization according to the network topology.

The filter farm and the storage and transfer system are controlled and monitored by online
software based on Python and Elasticsearch, as described in sections 9.5.2 and 9.5.4.

A number of monitoring clients transform the raw monitoring data from both the XDAQ
monitoring system and the Elasticsearch-based monitoring system into web-based graphical and
textual monitoring displays used by the shift crew. The monitoring clients typically display instant
data with a latency of a few seconds and can also be used to browse historic data to facilitate
post-mortem analysis. The Java-based DAQ expert tool [283–285] detects all common data-taking
problems by evaluating rules encapsulated in logic modules using snapshots of monitoring data.
This helps the shift-crew with the sometimes difficult task of pin-pointing the cause of data-flow
problems. With problems for which a recovery is known, the tool can drive completely automatic
recovery actions. It consists of several micro-services responsible for reasoning, notification, and
control of the recovery.

A switch monitoring system with a web-based graphical representation was developed to
monitor the link status and performance metrics of the DAQ data networks and assist experts in
diagnosing network-related failures.

In addition to specific aggregation and presentation tools for the DAQ and HLT, a general
service is provided to the subsystems and collaboration at large to aggregate and present online
monitoring data stored in the different databases. The online monitoring service (OMS) is a new
Run 3 software tool replacing a set of web-based monitoring tools (WBM [286]) used in Run 1 and
Run 2 to provide unified remote access to the monitoring data. The OMS uses a generic relational
database model (Data Warehouse) and interface, and a web-based presentation framework by which
information across heterogeneous data sources and formats is aggregated and presented. The
presentation is organized in a structure of folders and pages that contain portlets typically displaying
information in the form of tables and graphs, showing, for example, run and fill details, trigger rates,
or subdetector monitoring.

9.11 MiniDAQ

In addition to the global DAQ system, self-service DAQ systems, called MiniDAQs, are provided
for most of the CMS subdetectors. These setups can be used at any time by the subdetector groups
for calibration runs, tests, and debugging using detector partitions that are not participating in the
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global data taking. These setups have proven extremely useful since they allow independent testing
under almost the same conditions as in global data taking. Trigger control for MiniDAQ systems
is provided by one of the PM blocks in a TCDS LPM. During Run 1 and Run 2, these MiniDAQ
systems ran on dedicated RU, BU, and FU servers and provided limited bandwidth with respect to
the global DAQ system. In Run 3, MiniDAQ systems share the RU/BU and FU servers with the
global system and provide a full bandwidth to each subdetector. The configuration of the MiniDAQ
systems is dynamically updated to follow any changes in the global system.

10 Level-1 trigger

The level-1 (L1) trigger is implemented in custom hardware processors. It comprises calorimeter and
muon trigger systems that provide jets, e/γ , hadronic τ, and muon candidates, along with calculations
of energy sums, to the global trigger (GT). At the GT, the trigger decision is generated, based on
the multiplicity and kinematic information of the various candidate trigger objects. The trigger
configuration is implemented in a trigger “menu” comprised of several hundred “seed” algorithms.
Upon a positive GT decision, the full detector data are read out for further filtering in the higher-level
trigger (HLT). During LS1, in 2013–2014, the L1 trigger hardware was entirely upgraded, and has
subsequently been operated successfully since 2016. A detailed report on this Phase 1 L1 trigger
upgrade and performance with Run 2 data is given in ref. [5].

For Run 3, although no major trigger hardware upgrade was performed, new capabilities have
become available already through new algorithmic approaches, some of which are based on machine
learning (ML) techniques. Software such as hls4ml [287] facilitates the use of ML techniques in
FPGAs. Developments for Run 3 within the L1 trigger mostly focus on broadening the physics
reach of CMS through the addition of dedicated triggers for long-lived particle (LLP) signatures,
improving object measurement and calibration, utilizing the upgraded calorimeter trigger primitives
(TPs) and additional muon TPs from the new GEM muon detector, and implementing additional
calculations in the global trigger to provide greater flexibility in the design of L1 trigger algorithms.

The addition of a 40 MHz scouting system, commissioned in the early stages of Run 3, that
receives data from both the calorimeter and muon L1 trigger subsystems, has the potential to further
broaden the physics reach of CMS. It enables the readout of unfiltered data, reconstructed in situ at
limited precision but at full bunch-crossing rate, and provides unprecedented monitoring capabilities.
The following sections describe the Run 3 developments specific to each of the L1 trigger subsystems.

10.1 Calorimeter trigger

10.1.1 Calorimeter layer 1 trigger

The calorimeter layer 1 trigger receives TPs from ECAL, HCAL, and HF, calibrates them, combines
the ECAL and HCAL TPs into single trigger towers (TTs), and transmits the TTs to layer 2 for
further processing. Calorimeter TPs for triggered events are readout to DAQ, and used in the data
quality monitoring (DQM) system, where they provide the input to the software emulator, such that
online and emulated data can be compared in real time for monitoring purposes. For Run 3, layer 1
receives updated HCAL TPs (section 5.3), which improves the mitigation of out-of-time pileup, and
updated ECAL TPs (section 4.5) with improved rejection of spikes caused by particles striking the
avalanche photodiodes.

– 165 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

The TT energies are calibrated to account for energy losses due to inactive material in front
of the calorimeters. The calibration is performed separately for each calorimeter. Since the
inactive-material map is symmetric in 𝜙, the calibration is performed as a function of 𝜂 and transverse
energy, 𝐸T, only. Whereas for the ECAL TP calibrations, the scale factors vary by less than 20%
across the 𝐸T range, the HCAL and HF calibration scale factors are much more 𝐸T dependent,
varying by about 50%. Both ECAL and HCAL scale factors vary by about 20% across the 𝜂 range.

Due to the large volume of data produced by the TPs and limited DAQ bandwidth, only TPs for
triggered events are read out by the DAQ system. To study possible trigger bias, for approximately
every 100th event that passes the full L1 trigger selection, validation data are read out, that also
contain the TT information. In Run 3, validation events contain the ECAL TP data for five bunch
crossings, including the two bunch crossings before and after the triggered bunch crossing. This
information is useful for studying unexpected detector effects, and can be used to study ECAL
prefiring (section 4.5), both using the DQM and offline analysis. This additional ECAL TP data
can also be used for various optimization studies, such as monitoring the timing of the ECAL TPs
through the L1 trigger path during commissioning phases.

10.1.2 Calorimeter layer 2 trigger

Calorimeter layer 2 receives calibrated TTs from layer 1, reconstructs jet, e/γ , and τ candidates, and
computes energy sums. The energies of jet, e/γ , and τ candidates are calibrated as a function of 𝑝T
and 𝜂, and isolation and ID criteria are applied to e/γ and τ candidates. Pileup mitigation is applied
to all objects to reduce the rates while maintaining high efficiencies. The layer 2 hardware remains
the same as for Run 2. Ten main processor cards each process data from the entire calorimeter for a
single bunch crossing in a time-multiplexed configuration. A single demultiplexer processor receives
data from the main processors, performs the final calculation of the energy sums, and forwards the
object collections to the global trigger. More details can be found in ref. [5].

A range of improvements to the layer 2 algorithms are being investigated for Run 3, most of
which involve utilizing the updated ECAL and HCAL calorimeter TPs as discussed in sections 4.5
and 5.3, respectively. In particular, the ability to trigger on LLP signatures by identifying displaced
jets using the additional HCAL timing and depth information available for Run 3 is being pursued to
help broaden the LLP physics program of CMS.

Jets are reconstructed by summing the energies of a 9 × 9 window of TTs centered on a jet seed
that must have an energy greater than 4 GeV, which corresponds to approximately the same jet size
as jets reconstructed offline with Δ𝑅 = 0.4 within the barrel calorimeter. The energy contribution
due to pileup is estimated by summing the three lowest energy out of the four 3 × 9 regions on the
boundaries of the jet and subtracting this pileup estimate from the jet energy, which is then calibrated.

For Run 3, an LLP jet identification algorithm is implemented that uses the HCAL timing and
depth information. Each TT has an HCAL feature bit set in layer 1, which compresses six feature
bits received from the HCAL backend, containing timing and depth information, into one feature bit.
When the jets are reconstructed from TTs at layer 2, an LLP jet ID bit is set if the jet contains more
than a configurable number of TTs with the HCAL feature bit set. Additional LLP jet algorithms have
been added to the GT menu that require the LLP jet ID bit to be true. In addition to tagging LLPs, the
ability to tag boosted jets with substructure using a pattern-matching technique, and the use of ML
techniques to calibrate the jet energy and perform pileup subtraction are being investigated for Run 3.
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The missing transverse momentum (𝑝miss
T ) is calculated as the vector sum of the TT energies

across the full calorimeter. During Run 2, a significant increase in the instantaneous luminosity and
thus the pileup per bunch crossing revealed a nonlinear relation between pileup and L1 𝑝

miss
T trigger

rate, leading to a large increase of rate at large pileup. To maintain the L1 𝑝
miss
T trigger thresholds

while keeping the rates manageable, a pileup mitigation procedure was implemented using a lookup
table (LUT) to exclude TTs below a configurable energy threshold from the 𝑝

miss
T calculation, based

on the 𝜂 of the TT, and an estimate of the pileup of the event. The TT energy thresholds were
rederived for Run 3, using Monte Carlo (MC) simulation samples containing inclusive pp events
with a pileup distribution reflecting that of Run 3.

A comparison of the L1 𝑝
miss
T trigger efficiencies between 2018 and Run 3, for different L1

𝑝
miss
T trigger thresholds that provide the same L1 trigger rate, is shown in figure 121. Compared to

the 2018 LUT, the updated Run 3 LUTs show a significant improvement of the efficiency relative to
the true 𝑝

miss
T in the event. As the LHC conditions evolve, the pileup mitigation will be updated

to ensure optimal performance. In the current tuning, the energy threshold below which TTs are
excluded is set such that 99.5% of TTs are excluded for inclusive pp events.
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Figure 121. Comparison of the L1 𝑝
miss
T trigger efficiency using pileup mitigation in 2018 (circles) and in

Run 3 (squares) for thresholds that provide a rate of 4.3 kHz, for Z → µµ events.

The e/γ and τ candidates are constructed by clustering TTs containing energy deposits greater
than 1 GeV around a cluster seed tower with an energy deposit of at least 2 GeV. This clustering is done
dynamically using the available tower-level information. The cluster is trimmed by removing towers,
and a veto based on the trimmed cluster shape is applied, to reject pileup and reduce background
rates. A fine-grain veto is applied in the barrel calorimeter that quantifies the compactness of the
electromagnetic shower within the seed tower to reject hadron-induced showers. A veto is also
applied that requires a low HCAL-to-ECAL energy ratio (𝐻/𝐸) in the seed tower, with different
thresholds used in the barrel and the endcap regions. Isolation requirements are applied to set an
isolation bit and provide isolated candidates to the GT. Merged τ candidates are constructed by
merging nearby clusters that pass a set of proximity conditions, to capture multiprong hadronic τ

decays. Energy calibrations for e/γ candidates use the cluster shape and those for τ use 𝐻/𝐸 and the
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presence of merged clusters, in addition to the 𝑝T and 𝜂. While no significant changes to either the
e/γ or τ algorithms have been implemented for Run 3, the existing calibrations and isolation working
points have been and will be rederived throughout Run 3 to reflect updated detector conditions and
calorimeter TP algorithms. Methods to improve the isolation working points of e/γ and τ candidates
utilizing ML techniques are being implemented.

10.2 Muon trigger

The L1 muon trigger for Run 3 receives TPs from four partially overlapping muon subdetectors: DT,
CSC, RPC, and GEM. As described in detail in section 6, three of these subdetectors, DT, CSC,
and RPC, were operated during Run 2, while the GEM detector was added as part of the Phase 1
upgrade and is used for the first time in Run 3. The L1 muon trigger system reconstructs muon
tracks and provides measurements of muon track parameters using TPs which provide position,
timing, and quality information from detector hits. In the barrel, accurate directional information is
also provided. The geometrical arrangement of the muon subdetectors, including the new GE1/1
detector in front of ME1/1, is shown in figure 39. In this section, the changes to the muon track
finders are discussed in detail.

The L1 muon trigger system in Run 3 comprises the same overall design as in Run 2. Three muon
track finders (TFs) reconstruct muon tracks in three distinct pseudorapidity regions using TPs from
muon detectors. The barrel muon track finder (BMTF) receives inputs from DT and RPC in the barrel
(|𝜂 | < 0.83), the overlap muon track finder (OMTF) uses DT, CSC, and RPC in the overlap between
barrel and endcap (0.83 < |𝜂 | < 1.2), while the endcap muon track finder (EMTF) takes inputs from
CSC, RPC, and GEM in the endcap (1.2 < |𝜂 | < 2.4). All three muon track finders transmit up to
36 muons each per bunch crossing to the global muon trigger (𝜇GMT), which resolves duplicates
and transmits a maximum of eight muon tracks per bunch crossing to the GT, similar to Run 2.

In Run 3, all three muon track finders additionally provide measurements of parameters for
muon tracks that are displaced from the primary interaction point. The beamspot constraint requiring
the track to originate from the interaction point is removed. The newly available track parameters
are used in the GT to provide L1 muon trigger seeds targeting displaced-muon signatures that could
originate from LLPs. Additionally, in Run 3, the EMTF receives TPs also from the GEM detectors,
and this information can be used to improve both prompt and displaced muon triggering.

The new displaced-muon algorithms provide a 𝑝T, measured without the beamspot constraint,
and a transverse displacement, 𝑑𝑥𝑦 , from the beam line, for muon tracks obtained from propagating
back to just the first muon station. Algorithms optimized for prompt muons typically underestimate
the 𝑝T of highly displaced muons, as the displacement is mistaken as increased track curvature due to
the beamspot constraint. The new displaced-muon algorithms improve the 𝑝T estimation for displaced
muons, hence improving the efficiencies for these triggers. The displaced TF algorithms in general do
not affect the muon track building, but provide additional measurements of unconstrained quantities.
Due to this approach, the trigger efficiency is increased significantly for muon 𝑝T > 10 GeV when
the displacements are larger than 20 cm, while in the case of lower 𝑝T muons, the displaced muon
algorithms perform similarly to the prompt algorithms. This is due to the fact that all the prompt
TF algorithms have a minimum 𝑝T assignment value (2–4 GeV depending on the TF), and the
underestimation of 𝑝T for displaced muons becomes less important at low 𝑝T values.
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10.2.1 Barrel muon track finder (BMTF)

In the BMTF, the kBMTF algorithm reconstructs muons in the barrel region using TPs received from
the DTs and RPCs via the TwinMux concentrator cards, and has been used online since 2018 [5].
It is the successor of the original BMTF algorithm, used between 2016 and 2018, and based on
an approximate Kalman filter algorithm in which muon tracks are reconstructed from detector hits
starting from the outermost muon station and propagating inwards while updating the track parameters.

In Run 3, the updated version of the kBMTF algorithm mainly improves the displaced-muon
triggering performance. The new algorithm retains high efficiency for prompt muon tracks up to
𝑑𝑥𝑦 ≈ 50 cm, while the displaced-kBMTF algorithm increases the efficiency of muon tracks with
displacements above 50 cm. The expected performance for Run 3 was evaluated using a Run 2
cosmic ray muon data sample in which the displaced algorithm shows efficiencies around 80% for
L1 𝑝T > 10 GeV, up to displacements of 100 cm (figure 122).
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Figure 122. Displaced (blue) and prompt (black) kBMTF trigger efficiencies compared to the prompt BMTF
(red) trigger efficiency with respect to the muon track 𝑑𝑥𝑦 , obtained using a sample of cosmic ray muons from
2018 data. The efficiencies are measured using muon candidates with 𝑝T > 10 GeV. The prompt kBMTF
improves BMTF efficiencies up to about 90% for up to 50 cm displacements, while displaced kBMTF retains
efficiencies above 80% for up to 90 cm displacements.

10.2.2 Overlap muon track finder (OMTF)

The OMTF builds muon tracks using the TPs from the DTs and RPCs in the barrel and CSCs and
RPCs in the endcap. The algorithm for Run 3, which is mostly identical to that of Run 2, uses
a Bayes classifier algorithm based on precomputed patterns generated from simulated events to
associate hits in each station with the reference hit in the pattern. The patterns contain information
about muon track propagation and the probability density function of the hit distribution in 𝜙 with
respect to the reference hit. There are 26 patterns for each muon charge, corresponding to 𝑝T
values between 2 and 140 GeV, that are then used to estimate the 𝑝T of the muon track based on
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the likelihood that the track matches a pattern. In Run 3, the OMTF includes additional patterns to
improve displaced-muon triggering. Although the general structure of the algorithm remains the
same, the updated Run 3 algorithm now finds the best matching prompt and displaced patterns for a
given muon track. There are 22 displaced patterns for each muon charge corresponding to different
𝑑𝑥𝑦 values which are valid for high-momentum tracks (𝑝T > 30 GeV).

In Run 3, the OMTF uses prompt and displaced patterns in parallel for each track. The algorithm
identifies prompt-muon tracks and estimates their 𝑝T using prompt patterns, and at the same time it
estimates the 𝑑𝑥𝑦 of the displaced muon using the displaced patterns. The expected performance
for Run 3 was evaluated using a displaced-muon gun simulation sample, in which just muons are
simulated with zero pileup, in order to compare ideal efficiencies, in which the displaced-OMTF
algorithm shows efficiencies around 80% up to displacements of 200 cm (figure 123).
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Figure 123. The OMTF trigger efficiencies for displaced and prompt algorithms with respect to muon track
𝑑𝑥𝑦 obtained using a displaced-muon gun sample. The efficiency curves are plotted for different values of the
𝑝T estimate from the prompt algorithm (red, yellow, and blue), for the displaced algorithm (green), and for the
combination (black). The prompt algorithm underestimates the 𝑝T of displaced tracks, causing most of the
tracks to have 𝑝T < 10 GeV. The displaced algorithm can recover these tracks and improve the efficiencies to
be around 80% for up to 200 cm displacements.

10.2.3 Endcap muon track finder (EMTF)

The EMTF builds muon tracks using TPs from CSCs, RPCs, and GEMs in both endcaps. The Run 3
EMTF algorithm includes GEM inputs for the first time. Already in Run 2, the algorithm used one
TP per endcap muon station, with CSCs having priority over RPCs, to build muon tracks based on
a set of predefined patterns. After the patterns were found, the differences in 𝜙 and 𝜃 angles between
hits in different stations were used to estimate the 𝑝T of the muon track using a boosted decision tree
(BDT). The BDT was trained using simulated single-muon events and the output values of the BDT
were stored in LUTs for fast evaluation. Since the beginning of Run 3, the EMTF algorithm also
receives the new GEM TPs in station 1, as well as the updated CSC TPs in all stations, which provide
better position and bending resolution. These TPs can be used both at the track building stage, as
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well as the 𝑝T estimation stage to improve the performance of the EMTF algorithm. Additionally,
the EMTF uses a neural network (NN), implemented in FPGA logic, to estimate the 𝑝T and 𝑑𝑥𝑦 of
displaced-muon tracks, and forwards data to a hadronic shower trigger that uses the multiplicity of
hits in the endcap CSCs to trigger on LLPs producing showers as they enter the endcap muon systems.

The first of the GEM detectors (GE1/1) is included in the EMTF algorithm in station 1 of
the CMS endcap muon system. The Run 3 EMTF algorithm can use GE1/1 hits in conjunction
with ME1/1 hits to improve prompt and displaced trigger efficiencies and reduce rates caused by
mismeasured muons. Due to the placement of the GE1/1 and ME1/1 chambers in the CMS endcaps,
the strong magnetic field in this region causes a larger bending of the muon track. This bending
information between GE1/1 and ME1/1 is foreseen to be used to improve the 𝑝T assignment for both
prompt and displaced-muon tracks.

Similar to the other track finders, the EMTF also includes a new algorithm to improve displaced-
muon triggering. The EMTF for Run 3 includes a NN-based 𝑝T and 𝑑𝑥𝑦 assignment algorithm,
which runs in parallel to the prompt algorithm. The NN has been directly incorporated into the
EMTF firmware and estimates the 𝑝T and 𝑑𝑥𝑦 of muon tracks that are built by the EMTF track
building algorithm. The EMTF performance for prompt muons originating from the primary vertex
remains identical. As shown in figure 124, the displaced-EMTF algorithm (NN-EMTF) shows an
improved efficiency up to a 𝑑𝑥𝑦 of about 100 cm, while the prompt EMTF algorithm retains a high
efficiency for prompt muon tracks up to about 25 cm. The expected performance for Run 3 was
evaluated using a displaced-muon gun simulation sample with zero pileup. Zero-pileup samples
were used since they are more useful in optimizing the NN and comparing ideal efficiencies. For
L1 𝑝T > 10 GeV, the NN-EMTF algorithm shows efficiencies above 80% for 1.2 < |𝜂 | < 1.6 and
up to 100 cm displacements, while efficiencies for 1.6 < |𝜂 | < 2.1 and 2.1 < |𝜂 | < 2.5 at 60 cm
displacement are around 20 and 5%, respectively (figure 124).

Finally, the EMTF for Run 3 forwards CSC hit information to provide a standalone method
for triggering on hadronic showers occurring in the CSC detectors. An LLP decaying to hadronic
particles within or slightly before the endcap muon systems can cause a shower of charged particles
hitting the muon detectors, which are then recognized through a high hit multiplicity. In Run 3, the
CSC detector sends information on whether a high multiplicity is found in any given chamber by
comparing the measured multiplicity to a set of predetermined thresholds, individually for each CSC
station and ring combination. The EMTF processes this information to decide whether there was a
hadronic shower of a given quality in at least one of the CSC chambers in any given sector. The
expected performance of this algorithm for Run 3 was evaluated using multiple physics simulation
samples containing LLPs and found to provide efficiencies around 30%.

10.3 Global trigger

The hardware for the present global trigger system, the 𝜇GT, was installed as part of the Phase 1
upgrade, and was used for most of LHC Run 2 and is used for Run 3. The flexibility of the L1 trigger
system has allowed for the addition of a 𝜇GT test crate containing the same hardware to be added
to further extend the global trigger capabilities. It is used for testing and development purposes,
for example, to test new or experimental trigger menus, or to test Phase 2 algorithms using ML or
autoencoding, as described in ref. [88]. It receives the same optical inputs as the production crate
from a passive optical splitter panel. For Run 3, this crate has been included as an optional component
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Figure 124. The EMTF trigger efficiencies for prompt and displaced-muon algorithms for L1 𝑝T > 10 GeV
with respect to muon track 𝑑𝑥𝑦 obtained using a displaced-muon gun sample. The solid stars show displaced
NN performance while hollow squares show the prompt BDT performance. The different colors show different
𝜂 regions: 1.2 < |𝜂 | < 1.6 (black), 1.6 < |𝜂 | < 2.1 (red), and 2.1 < |𝜂 | < 2.5 (blue).

into the CMS data acquisition system. While the test crate does not issue triggers itself, for events
triggered by the production crate, the full test crate data (inputs and results of calculations) is available
in the CMS data stream for offline analysis. The production and test crates are shown in figure 125.

By running the test crate with the same firmware, and thus the same trigger algorithms, as the
production crate, it is possible to carry out consistency and hardware checks. More importantly,
one can also run with different firmware in the test crate. This allows trigger developers to test new
trigger menus with actual data. During normal data taking, a stream of zero-bias data is included,
where the only trigger requirement is that the bunches for that crossing are filled. The zero-bias
trigger has a high prescale applied, such that only 1 in 𝑁 events are recorded, where 𝑁 is the prescale
value. This makes it possible to investigate the performance of new triggers in the test crate menu. A
test crate algorithm that is more restrictive than a specific algorithm in the production system can
also be studied by using the latter algorithm as a reference, thus benefiting from a larger data sample.
The fact that the test crate can be included in data acquisition during normal running at no additional
cost means that large amounts of realistic data can be collected, thus allowing for accurate tests even
of very restrictive algorithms that only rarely provide a trigger. By normalizing the offline data to the
number of zero-bias triggers taken or by recording the online monitoring data, one can also check
the total trigger rate of a new menu. This is very useful, since it is not trivial to accurately estimate
the total menu rate offline using the rate of individual algorithms, since multiple algorithms can fire
the same event simultaneously. This is important in order to guarantee that when running with the
new menu the L1 trigger rate remains within the total bandwidth, so that deadtime is minimized.

The upgraded monitoring backend is configured to collect and store data from the test crate in or-
der to provide integration with the central monitoring services. Trigger menu rates are stored in the cen-
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Figure 125. Production (upper) and the new test crate (lower) of the 𝜇GT.

tral Prometheus monitoring database, described in section 10.5, together with those from the produc-
tion crate for online monitoring and prompt offline studies. Data are also expected to be sent to offline
computing systems for long-term storage. Alerting services are configured to warn shifters and experts
with relaxed severity compared to the production system, as the system is not critical for data taking.

10.4 Trigger menu

Expanding the CMS physics reach significantly beyond that explored already during Run 2 [5]
requires important changes to the Run 3 trigger menu, and relies mostly on improvements to the
L1 trigger algorithms. The LHC beam conditions and filling scheme, as well as other aspects like
luminosity leveling, described in more detail in section 7.5, should be taken into account in order for
the menu to be efficient and robust within the L1 bandwidth limit of about 100 kHz.

The updates to the calorimeter and muon trigger systems discussed earlier aim to retain the
Run 2 physics coverage described in ref. [5], while providing additional access to signatures that do
not originate at the primary vertex, such as displaced muons or displaced jets. Furthermore, the
GT is able to perform two new kinematic computations that can be utilized to increase the physics
coverage: the three-body invariant mass and the di-object ratio between invariant mass and the
Δ𝑅 =

√︁
(Δ𝜂)2 + (Δ𝜙)2 between the objects. Special L1 trigger menus are available in addition to
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the standard menus to account for various data-taking scenarios, as was done during Run 2, e.g.,
targeting signatures related to the physics of bottom quarks using the so-called “B parking” [288],
recording additional data for B physics and other studies, as further described in section 11.5.

10.4.1 Trigger seeds for displaced muons

Physics signatures involving LLPs were not well represented within the L1 trigger menu during
Run 2, since specific algorithms capable of triggering on displaced objects within the detector were
not yet implemented. The changes for Run 3 provide the ability to trigger on displaced muons with
higher efficiency compared to Run 2. Updates to the muon algorithms in all three muon track finders
provide unconstrained 𝑝T and 𝑑𝑥𝑦 measurements for displaced muons, as discussed in section 10.2.

To benefit from the displaced muon algorithms, the L1 trigger menu of Run 3 extends that of
Run 2 by offering seeds that use the unconstrained 𝑝T and 𝑑𝑥𝑦 measurements. These new seed
features are available for muon objects with 𝑝T > 10 GeV, and possible additional selections are
defined according to the planned physics program. The chosen 𝑝T threshold is based on the expected
gain in the trigger efficiency described in section 10.2, concerning only muons with 𝑝T > 10 GeV
and displacements larger than approximately 20 cm. Since the displaced muon algorithms do not
perform better compared to the prompt algorithms in the case of low 𝑝T muons, no new seed is
created if the leading muon in the considered seed has a 𝑝T below 10 GeV.

10.4.2 Trigger seeds using new kinematic variables

Low-mass resonance searches, for example those used to study the physics of bottom quarks, are
based on targeting a final state with low 𝑝T objects. While the final states targeted in B-physics
searches are often expected in the barrel region, many other interesting physics scenarios predict
a wide pseudorapidity distribution for the final state objects. Ideal seeds with a minimum object
selection with low object thresholds would result in a high trigger rate that is unsustainable, exceeding
the available trigger bandwidth under any LHC data taking conditions, and provide low purity.

During Run 2, the most used unprescaled seeds relying on a single object had relatively high
𝑝T selections to keep trigger rates manageable, e.g., the single-muon trigger with 𝑝T > 22 GeV.
Special B parking triggers, used for events that are written to disk storage without full online
event reconstruction at HLT, were developed to lower the L1 trigger thresholds while keeping
within the HLT trigger bandwidth. To provide reasonable rates, typical B parking seeds in general
restrict pseudorapidity to the barrel and overlap regions, e.g., the double-muon trigger with no 𝑝T
selection but with |𝜂 | < 1.5 and Δ𝑅µµ < 1.4. However, the HLT thresholds used for the B parking
seeds, generally above 5 GeV, would often significantly reduce the total acceptance of interesting
physics signals.

The substantial L1 trigger rates related to low 𝑝T trigger thresholds can alternatively be managed
by using kinematic variables that are optimized to increase the acceptance of predicted signal events.
During Run 3, the GT is able to perform two new kinematic variable computations: the three-body
invariant mass, and the di-object ratio between invariant mass and the Δ𝑅. These allow the rate
of seeds with low 𝑝T thresholds to be reduced. For example, the three-body invariant mass can be
harnessed to target the decays of a τ into three muons, a final state with low-𝑝T final objects with
wide pseudorapidity distributions. Alternatively, the di-object ratio between invariant mass and the
Δ𝑅 could benefit a low-mass dimuon resonance search providing a dark photon interpretation.

– 174 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

10.4.3 Run 3 trigger rates

The baseline L1 trigger menu in Run 3 is identical to that of Run 2 detailed in ref. [5]. Since the beam
and detector conditions, and upgraded TPs are different from those during Run 2, the baseline trigger
menu has been reviewed using Run 3 simulation samples to understand if slight modifications to the
existing seeds are necessary to respect the total rate budget of 100 kHz. Two preliminary rate studies
have been performed by reweighting the pileup distribution in Run 3 simulation samples, which has
an unrealistic flat shape between 30 and 80. Firstly, by reweighting the Run 3 MC simulation samples
to the Run 2 pileup distribution, it was confirmed that the rates using Run 3 simulations with updated
TPs provide the same rate as obtained from Run 2 data, for the same pileup conditions. Secondly,
the expected rates for realistic Run 3 pileup conditions were estimated by reweighting using a pileup
distribution determined from the expected instantaneous luminosity during luminosity leveling. This
approach takes into account various beam conditions, such as the bunch-to-bunch variation in pileup,
which can have a significant impact on the rates. The rate allocation for single- and multi-object
triggers and cross triggers is shown in figure 126. These results can be compared to a similar figure
for the L1 trigger rate allocation under the Run 2 conditions, provided in ref. [5]. Additional seeds,
relying on the aforementioned new features, are implemented on top of the baseline L1 trigger menu.
This menu is then tuned according to the desired physics program of CMS for Run 3.

Figure 126. Fractions of the 100 kHz rate allocation for single- and multi-object triggers and cross triggers in
the baseline Run 3 menu, calculated using Run 3 Monte Carlo simulation samples of inclusive pp events with
appropriate pileup.

10.5 Online software and monitoring

During LS2, a number of improvements to the development workflow for the L1 trigger online
software have been used. Practices from the well-established methodologies DevOps [289] and
Agile [290] have been introduced in the Run 3 online software to simplify the development and
deployment of upgrades and enable continuous improvement. The online software is built in
centrally-provided Docker images that provide a replicable development and test environment. Every
online software project employs continuous integration (CI) pipelines in GitLab to automatically
build and test new commits. In order to minimise maintenance efforts and facilitate the development
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of CI pipelines, an in-house Auto-DevOps platform was developed, taking inspiration from the
GitLab Auto-DevOps project. Auto-DevOps is employed to centrally provide a set of configurable
and generic CI jobs that represent typical tasks in the online software development, such as building
RPM package manager packages and Docker images. Feedback from introducing standard CI
pipelines in all software projects was excellent: given the large number of software components
and teams that the online software consists of, this procedure established standard workflows that
greatly increased the safety of new deployments. New automated tests are constantly developed
and integrated into the CI whenever new incidents occur, reinforcing the importance of feedback
from operations to minimise disruptions of service. Work is ongoing to develop a testing cluster
managed by RedHat OpenShift running on CERN computing services where test deployments can
be performed from CI pipelines. The goal is to provide a complete environment where software
checks on the entire infrastructure can be run before deploying on the CMS computing resources.

The Run 3 monitoring backend is based on industry-standard tools and is centered around a
Prometheus monitoring database instance collecting monitoring data from all trigger subsystems [291].
The database is expected to collect around 300 000 metrics every 20 s and correlate monitoring
information coming from different sources to provide a powerful monitoring and alerting system.
Alerts are handled by the Prometheus Alertmanager service [291]. The software enables binding
alerts to external software based on conditions to page shifters and escalate to experts if necessary.
Actions to automatically mitigate or solve problems can also be configured to minimise downtime.
Monitoring dashboards are built using Grafana and can provide powerful inspection tools for online
and prompt post-run analysis (figure 127) [292]. Prometheus is not designed for providing long-term
storage of metrics, therefore integration with offline computing systems is under consideration.

Figure 127. Screenshot of the Grafana L1 trigger monitoring dashboard.

The Run 3 trigger configuration editor and main monitoring page are designed in the Vue.js
JavaScript framework, which superseded the outdated and slower Polymer framework. The Run 3 main
monitoring page has also been updated to present data taken from the updated monitoring backend.
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The significantly improved L1 online software and monitoring enables users to spot problems
much more efficiently, and react more quickly compared to Run 2. It also facilitates more efficient
diagnosis of problems after they have occurred, since more historical information is available and is
easy to access.

10.6 The L1 scouting system

For Run 3, the L1 trigger project added dedicated hardware for the triggerless recording of objects
reconstructed in the level-1 trigger, at a rate of 40 MHz without trigger or filtering. The data are
received by dedicated FPGA-based processing cards, either housed in powerful servers (I/O nodes)
or operating standalone in custom enclosures. Once received and pre-processed, the information
is provided to a computing farm via Ethernet. Triggerless data recording, referred to in CMS as
“40 MHz scouting” or “L1 scouting”, facilitates improved precision of measurements such as the
luminosity, as well as unprecedented levels of trigger monitoring. The term “scouting” is also used in
the context of HLT, described in section 11.4, where it refers to the selection and high-rate recording
of small-size analysis data sets.

The L1 scouting system deployed for Run 3 is meant as the first large-scale demonstration
of a larger system planned for the Phase 2 L1 trigger upgrade [88]. Besides providing a testing
ground for the technical implementation of the readout, it provides the opportunity to study solutions
for large-scale distributed processing of high-rate data, the correlation of multi-bunch-crossing
signals, as well as first studies of possible physics applications using limited resolution trigger data.
The measurement of a range of physics processes, such as LLPs with displaced muons and flavor
anomalies in τ physics, could potentially benefit from L1 scouting.

10.6.1 Architecture of the L1 scouting system

The L1 scouting system receives data from the level-1 trigger via spare output links and processes
them quasi-online in a dedicated computing farm. The system operates largely independently from
the standard CMS trigger and data acquisition chain. In the first test system in Run 2, the data sent
from the 𝜇GMT to the 𝜇GT was duplicated, and final muon objects, as well as intermediate muon
candidates derived from the BMTF inputs, were transmitted over eight 10 Gb/s optical links to the
L1 scouting system.

For Run 3, an additional set of duplicated 𝜇GMT outputs supply a L1 scouting processor
dedicated to luminosity monitoring, as described in section 10.6.2. Each of the twelve BMTF
processors dedicates two 10 Gb/s links to L1 scouting information. L1 scouting data from the
calorimeter layer 2 system also mirrors the trigger objects provided to the 𝜇GT. Each 𝜇GT processor
transmits 512 bits per bunch crossing over three 10 Gb/s links, indicating which of the trigger
algorithms has fired in a given bunch crossing.

The architecture of the initial Run 3 L1 scouting system is a scaled up version of the Run 2
system, and consists of I/O nodes housing FPGA-based input boards that receive up to eight 10 Gb/s
links using the L1 trigger link protocol. Data are transmitted unidirectionally with no back-pressure
to the trigger. The L1 scouting system therefore does not interfere with the standard trigger system
in any way. The FPGA logic performs both zero suppression and preprocessing of the data such as
reformatting or recalibration. The use of fast NN algorithms, implemented within FPGA resources to
improve recalibration performance has been demonstrated (see section 10.6.2). Data are transferred

– 177 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

by direct memory access (DMA) via a Gen-3 PCIe x16 bus into the memory of the I/O nodes, from
where they are sent to dedicated processing units in the surface data center via 100 Gb/s Ethernet
over coarse wavelength division multiplexing CWDM4 single mode optical infrastructure. Even
after full zero-suppression, the long-term storage of the huge amount of raw data produced by the
trigger processors, in view of a subsequent “classic” multitiered offline analysis and reduction, does
not represent a viable approach. Data taken in the early months of LHC Run 3 are being used to
investigate various methods for a real-time analysis.

In the Run 2 demonstrator system, a KCU1500 Xilinx development kit, equipped with a KU15P
FPGA, was used to capture the 𝜇GMT inputs. Additional I/O nodes for Run 3 are equipped with
more powerful boards, such as the Micron SB-852, using a large Xilinx Ultrascale+ VU9P FPGA
and also providing access to the Micron Deep Learning Accelerator (MDLA) [293], which is a
proprietary compiler that translates pre-trained ML networks into instructions for an FPGA-based
hardware implementation. Monitoring of the readout board is being developed using the AXI-lite
interface provided by the Xilinx xDMA core. Custom software exposes access to monitoring and
control registers via a RESTful interface and monitoring and diagnostic data are exported to the
Prometheus server described in section 10.5.

In addition to the I/O nodes with dedicated receiver boards, Xilinx VCU128 development
kits [294] are used as standalone receivers for L1 scouting data. These boards, which are housed
in a custom enclosure with PCIe extender buses for control and monitoring, are equipped with a
VU37P FPGA with 8 GB of high bandwidth memory. The VU35P, with a very similar architecture,
is planned for use on the DAQ-800 board currently being designed for the CMS Phase 2 data
acquisition [295], and is the anticipated readout board for the L1 scouting system of the Phase 2
upgrade. The VCU128 boards in Run 3 thus allow a realistic test of the Phase 2 design, albeit with
reduced input bandwidth. Equipped with an additional FMC mezzanine to provide up to 32 10 Gb/s
input links, they transmit L1 scouting data directly over TCP/IP to the surface computing farm,
providing more efficient utilization of the bandwidth available on the 100 Gb/s Ethernet links. The
Run 3 scouting architecture is illustrated in figure 128.

10.6.2 Applications of the L1 scouting system

The use of ML algorithms to improve the physics potential of L1 trigger objects captured by the
triggerless recording of trigger data at 40 MHz has been investigated. An example of this is the
use of deep NNs, optimized for a throughput of around 1 MHz, to recalibrate L1 muon objects in
real time, such that the accuracy of the 𝑝T, 𝜂, and 𝜙 parameters of the muons can be improved
over the standard L1 trigger reconstruction, which is optimized for efficiency at threshold, not for
a full physics analysis. Neural networks have been trained on zero-bias triggered data from LHC
Run 2, to predict the offline fully reconstructed muon parameters of matched L1 muon objects. This
recalibration has been shown to improve the accuracy of the L1 muon parameters when compared
to the standard L1 reconstruction, both for 𝜇GMT and BMTF L1 muon parameters [296, 297].
Additionally, neural networks that are trained to reject pairs of L1 muon candidates that do not
correspond to matched fully reconstructed muons, and networks for anomaly detection have also
been implemented in the Xilinx VU9P FPGA with a throughput of about 1 MHz, using the MDLA.

A copy of the 𝜇GMT scouting system will be used to provide direct per-bunch measurements
of the L1 muon multiplicity to the CMS BRIL system described in section 8. FPGA firmware
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Figure 128. Architecture of the Run 3 L1 scouting prototype system. The input system, located in the
experiment service cavern, consists of a combination of different types of FPGA receiver boards, hosted in
the PCIe bus of I/O server nodes or extender. The boards receive and pre-process data from the different
trigger systems. Two of the boards (KCU1500 and SB852) use DMA to move their data to host memory, from
where they are transmitted to the surface data center over 100 Gb/s Ethernet links. The VCU128 implements a
TCP/IP core in the FPGA and directly trasmits data to the surface system. In the surface data center, links
from the L1 scouting input system are connected to a switched network. Data streams are received through the
said network by L1 scouting buffer servers (DSBU) and buffered in files on large RAMdisks. The L1 scouting
processing units (DSPU) access buffered data from the DSBUs to perform data reduction and analysis. The
processed data are finally moved to a Lustre cluster file system for long-term storage.

has been developed and implemented in both the KCU1500 and SB-852 boards to histogram the
muon multiplicity per bunch over a period of four lumi nibbles, corresponding to 1.458 s. These
histograms are read out to the host PC in real time via the PCIe DMA implementation.

Cosmic muon data taken with the L1 scouting system in special runs during LS2 have been used
to analyse the performance of the new kBMTF algorithm. The L1 track finding algorithms assume
that muons always originate from the interaction region. Therefore, a cosmic muon traversing the
full detector appears as two back-to-back muons, usually separated in time by one or two bunch
crossings. The data were taken when the magnet was off. In the absence of a magnetic field, muons
traverse the detector in a straight line, leaving two muon tracks in the barrel drift tubes, typically
two bunch-crossings apart (ΔBX = 2). Figures 129–130 show the relationship between the L1
reconstructed impact parameters, 𝑑𝑥𝑦 , and the angle (𝜙in − 𝜙out) of the two corresponding L1 tracks.

The Run 3 demonstrator system was used to systematically collect and store data during collision
runs throughout 2022 from the 𝜇GMT and calorimeter layer 2. The offline analysis of these data pro-
vided invaluable insight into the reliability of the acquisition system and in particular of the hardware,
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Figure 129. Illustration of the correlation between the impact parameter 𝑑𝑥𝑦 , highlighted in red, and the
difference between the angles measured for the incoming and outgoing legs of a cosmic muon.
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Figure 130. The impact parameter 𝑑𝑥𝑦 of the incoming (left) and outgoing (right) cosmic ray muon tracks as
measured by the BMTF as a function of the difference of azimuthal coordinates of the incoming and outgoing
legs. The BMTF firmware encodes the impact parameter in two bits, hence the range of values on the left 𝑦
axis. The orange curves model this dependence of the actual impact parameter as 𝑅𝑀𝑆 cos (𝜙in − 𝜙out)/2,
where 𝑅𝑀𝑆 is the radius at which the BMTF measures the 𝜙 coordinate of the track. The right hand side 𝑦

axis shows the 𝑑𝑥𝑦 values (in cm) as predicted by this model, which exhibits remarkable consistency with the
measurement (for the values within the range), if one assumes one unit of the left axis to correspond to an
impact parameter of about 100 cm. Reprinted from [298], Copyright (2023), with permission from Elsevier.

firmware and software. The results of this work have been and are being used to guide the design of
further extensions of the demonstrator and the design of the Phase 2 systems. The quality of the data
was studied in view of assessing their usability for trigger diagnostics, luminosity measurement, and
physics studies. This work will continue throughout the rest of Run 3, along with the completion
of the demonstrator with the commissioning of the VCU128 acquisition boards, collecting data from
the uGT and BMTF systems, which represents a major step forward in validating the Phase 2 design.
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11 High-level trigger

11.1 Overview

To select events of potential physics interest, the CMS trigger system divides the processing into two
levels: the level-1 (L1) trigger, implemented in custom hardware as described earlier in section 10,
and the high-level trigger (HLT), implemented in software, running on a farm of commercial
computers. The HLT refines the purity of the physics objects selected by the L1 trigger, with a
maximum input rate increased to 110 kHz in 2023 from 100 kHz earlier. In 2022, for standard pp
collisions at an average instantaneous luminosity of 1.5 × 1034 cm−2 s−1, the average rate to offline
storage for promptly reconstructed physics events was approximately 1.7 kHz. In 2023, for a peak
luminosity of 2.0 × 1034 cm−2 s−1, the rate of promptly reconstructed physics events was about
2.6 kHz. Additional data streams for calibration purposes or “HLT data scouting” are stored at higher
rates with a smaller event content. The HLT data scouting differs from the L1 scouting (described
in section 10.6) in that events must still satisfy a subset of L1 triggers before being written to disk
at a high rate.

The HLT runs on a cluster of 200 nodes, each equipped with two AMD EPYC “Milan” 7763
CPUs, two NVIDIA T4 GPUs, and 256 GB of memory, running Red Hat Enterprise Linux 8. The
HLT farm is described in section 9.5, with the details specific to Run 3 highlighted in section 9.5.5.

The HLT data processing uses the concept of “paths” to structure its workflow. These paths
are sequences of algorithmic steps designed to reconstruct physics objects and make selections
based on specific physics requirements. Steps within a path are typically organized in ascending
order of complexity, reconstruction refinement, and physics sophistication. For example, the
resource-intensive track reconstruction process is usually carried out after completing a series of
initial reconstruction and selection steps involving the data from the calorimeters and muon detectors.

The reconstruction modules and selection filters of the HLT use the same software framework
that is also used for offline simulation, reconstruction, and analysis (CMSSW [256]). As noted in
section 9.5.3, HLT paths selecting similar physics object topologies are grouped into primary data
sets for subsequent offline processing, and collections of primary data sets are organized into streams
for efficient handling.

In preparation for Run 3, the HLT software was adapted to make use of heterogeneous computing
architectures, and several reconstruction modules were developed to take advantage of that to meet
the challenges of processing data at ever increasing luminosity and pileup. Algorithms implemented
to run on both CPUs and GPUs, are automatically directed to run on a GPU if a GPU is available;
otherwise, the CPU-based version of the algorithm is executed. The Patatrack project [299] has
created parallelized versions of pixel track and vertex reconstruction algorithms that can run on
an NVIDIA GPU and were written using the NVIDIA CUDA language. The data structures are
optimized for GPU, and the entire reconstruction chain is executed on the GPU to minimize time-
consuming data transformations and transfers. A subset of ECAL and HCAL local reconstruction
algorithms have also been ported to GPU, also using CUDA. Based on these efforts a reduction
in overall event processing time of about 40% has been achieved. More details can be found in
section 11.3. To make full use of the gain, CMS deployed and commissioned a filter farm composed
of nodes comprising two GPUs in addition to two CPUs, as noted in section 9.5. More information
about multithreaded processing and GPU offloading is given in section 12.5.
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The HLT selects data for storage through the application of a trigger “menu”, in which the
collection of individual HLT paths is configured. The trigger path definitions, physics object
thresholds, and rate allocations are set to meet the physics objectives of the experiment. In 2022,
the HLT menus for pp data taking typically contained around 600 paths. This includes the primary
HLT paths for analysis as well as paths for calibration and efficiency measurements that are typically
looser than the primary paths. These latter HLT paths are often “prescaled”, i.e., only a fraction of
the events that pass the requirements are actually accepted, to limit processing time and storage rate.
Different trigger menus are used for the recording of heavy-ion collision data. The rates, physics
breakdown, and CPU timing of the pp menu are described further in section 11.3.

11.2 HLT reconstruction

The HLT paths in the menu depend on the modules that produce the physics objects from the all-
silicon inner tracker and from the crystal electromagnetic and brass-scintillator hadron calorimeters,
operating inside a 3.8 T superconducting solenoid, together with data from the gas-ionization muon
detectors embedded in the flux-return yoke outside the solenoid. A foundation to many of the specific
object reconstructions is the particle-flow algorithm [300], which uses information from these
systems to identify candidates for charged and neutral hadrons, electrons, photons, and muons. The
main features of the HLT physics object reconstruction and improvements for Run 3 are described in
the following subsections.

11.2.1 Tracking

Tracking using the hits recorded by the pixel and strip trackers is generally performed iteratively
using a combinatorial Kalman filter, starting with tight requirements for the track seeds that become
looser for each subsequent iteration. Hits in the tracking detectors that have already been used in a
track are removed at the beginning of the next iteration. For Run 2, initially, the track reconstruction
in the HLT consisted of three iterations. The first two iterations required four consecutive hits in the
pixel detector to seed the tracking. These iterations target first higher 𝑝T tracks and then lower 𝑝T
ones, and use the full volume of the pixel detector. The third iteration relaxes the requirement on
the number of hits in the pixel detector to three, and is restricted to the vicinity of jet candidates
identified from calorimeter information and the tracks reconstructed in the two previous iterations.
The track reconstruction is limited to tracks that are consistent with the leading vertices reconstructed
with the pixel detector (those vertices with the largest summed 𝑝

2
T of pixel tracks).

In 2017, several issues with the Phase 1 pixel detector were identified that led to a nonnegligible
fraction of inactive pixel modules (section 3.1.1). During the 2017–2018 year-end technical stop,
the performance of the pixel detector was restored. Nevertheless, an additional recovery iteration
was added to the tracking, to safeguard against a recurrence of this or possible other detector failures.
In particular, track seeds consisting of just two pixel hits were allowed to be reconstructed in regions
of the detector where two inactive modules overlap.

For Run 3 the seeding and tracking were significantly revised. Tracking is now performed using
only a single global iteration, and is seeded by a loose selection of the pixel tracks reconstructed
by the Patatrack algorithm, which offers improved performance over the four-hit pixel tracking
used for data taking in 2018 [299]. To be used as track seeds, Patatrack pixel tracks must satisfy a
loose selection requiring three or more pixel hits, 𝑝T > 0.3 GeV, and be compatible with a primary
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vertex candidate. Despite fewer iterations and less CPU time required, the Run 3 tracking has
improved performance over that used for Run 2. The tracking efficiency and fake rate are measured
in simulated tt events with an average pileup of 63. Figure 131 shows the Run 3 tracking efficiency
and fake rate as determined from Monte Carlo (MC) simulation. The tracking efficiency is defined as
the fraction of simulated particles from the signal interaction within the considered 𝑝T and 𝜂 regions,
and longitudinal (transverse) impact parameters <35 (70) cm that are matched to a reconstructed
track. The fake rate is defined as the fraction of reconstructed tracks that could not be matched to
a simulated particle. The Run 3 tracking efficiency is higher than that of Run 2 for 𝑝T > 0.7 GeV,
mostly in the central tracking region and the overall fake rate is lower, particularly around the
transition region between the barrel and the endcap pixel detectors (0.9 < |𝜂 | < 2.1).

11.2.2 Muons

Tracking algorithms are also deployed to identify and reconstruct muons measured in the muon
detectors and in combination with the pixel and strip trackers. While the algorithms used during
Run 2 are described in more detail in ref. [301], a brief summary is given here along with the changes
implemented for Run 3.

Muon track reconstruction at the HLT takes place in two steps: first using hits only in the muon
system (L2 reconstruction), followed by a combination with hits in the inner tracking system (L3
reconstruction). The L2 reconstruction is equivalent to the offline standalone muon reconstruction.
The L3 reconstruction is seeded by an L2 muon and follows an iterative track reconstruction
similar to that described in the previous section in a region around the seed starting from the outer
tracking layers and working inward (“outside-in”) or from the inner tracking layers working out
(“inside-out”). The inside-out approach can also be seeded directly by L1 trigger muons. The L3
reconstruction is essentially 100% efficient with respect to that in the L1 trigger, while consuming
only about 30% of the overall HLT CPU time. After the muon track reconstruction, identification
criteria are applied, as well as isolation criteria for the isolated muon category. The isolation is
based on the sum of 𝑝T from additional tracks associated with the primary vertex and calorimeter
energy deposits that are clustered using a particle-flow algorithm in a cone of radius Δ𝑅 = 0.3
around the muon. The estimated contribution from pileup to the energy deposits in the calorimeter
is subtracted.

For Run 3, several modifications to the muon reconstruction were made to improve the HLT
performance, in particular with respect to CPU timing. The L2 muon reconstruction was extended
to include hits from the GEM detectors, described in section 6.4. At L3, the tracking was adapted
to make use of the Patatrack pixel track seeds, followed by a single iteration with the full tracker.
The efficiency for low 𝑝T muons was improved by optimizing the search regions around seeds
in which muon tracks are reconstructed in the tracker, achieving an efficiency above 80% for
𝑝T > 2 GeV. Additionally, machine-learning algorithms were incorporated: a boosted decision tree
(BDT) classifier for the search algorithm and a neural network (NN) algorithm for seeding strategy.
The inside-out algorithm uses the BDT classifier to consider only the seeds with high quality. The
NN algorithm was developed to choose the best seeding strategy for the outside-in reconstruction
from the L2 muon and thus limit the total number of seeds considered. With these changes, the L3
efficiency remains unchanged, while the CPU time was reduced by 15%.
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Figure 131. Tracking efficiency for the Run 2 HLT tracking (blue) and the Run 3 HLT single-iteration tracking
(red) as a function of the simulated track 𝑝T (upper left) and track 𝜂 (upper right). Only simulated tracks with
|𝜂 | < 3.0 are considered in the efficiency measurement, with 𝑝T > 0.4 (0.9) GeV required for the upper left
(right) plots. The tracking fake rate (lower) is shown as a function of the reconstructed track 𝜂 for the Run 2
HLT tracking (blue) and the Run 3 HLT single-iteration tracking (red).

11.2.3 Electrons and photons

The HLT electron and photon identification uses the L1 calorimeter trigger candidates as a starting
point to perform a “regional” reconstruction of the energies deposited in the ECAL crystals around
them. Subsequently, superclusters (clusters of ECAL deposits within a certain geometric area around
the seed cluster) are built using the same reconstruction algorithm as used offline [7]. The energy
correction applied to HLT superclusters is simpler than the one used offline in that it uses ECAL
information only. Requirements are then imposed on the minimal energy, as well as other properties
of the energy deposits in the ECAL and HCAL subdetectors.
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For electrons, the ECAL supercluster is associated to a reconstructed track with a direction
compatible with its location. The first step is a match with pixel detector hits. Since 2017, the pixel
matching algorithm requires three pixel hits, to maximize early background rejection, while a hit
doublet is accepted only if the trajectory passes through a maximum of three active modules. If
the supercluster is successfully matched with the pixel hit seeds, the electron track is reconstructed
using a Gaussian sum filter (GSF) tracking algorithm [302].

Variables to enhance the identification of true electrons and photons are applied based on the
shower shape in the ECAL, the energy deposition in the HCAL, and, in the case of electrons, the
matching between the track and the ECAL supercluster, as well as the quality of the GSF track. As
with the other leptons, isolation criteria are generally applied, except for some specific paths, to
electrons and photons based on the calorimeter energy deposits in a cone of radius Δ𝑅 = 0.3 around
the electron or photon and the sum of 𝑝T from additional tracks associated with the primary vertex.
Several HLT paths with different isolation criteria and 𝑝T thresholds are defined to provide a range
of efficiencies and rates for specific physics analyses.

11.2.4 Tau leptons

The reconstruction of hadronic tau-lepton decays (τh) at the HLT is also of crucial importance for the
physics program. During Run 2, it was performed in three steps. The first step, the L2 reconstruction,
is seeded by L1 τh candidates. The energy depositions in the calorimeter towers around the candidates
within a cone of radius 0.8 are clustered, and L2 τh candidates are reconstructed by using the anti-𝑘T
algorithm [303, 304] with a distance parameter of 0.2.

In the second step, known as L2.5, a charged particle isolation criterion, based on pixel detector in-
formation, is implemented. Pixel tracks are reconstructed around L2 τh candidates with 𝑝T > 20 GeV
and |𝜂 | < 2.5 in a region of Δ𝜂 × Δ𝜙 = 0.5 × 0.5. Tracks originating from the primary vertex with a
transverse impact parameter 𝑑𝑥𝑦 < 0.2 cm, at least three hits, and a trajectory in an isolation cone of
0.15 < Δ𝑅 < 0.4 around an L2 τh candidate, are considered for the isolation sum. An L2 τh candidate
is considered isolated if the scalar sum of the 𝑝T of the associated pixel tracks is less than 4.5 GeV.

The final step, the L3 reconstruction, includes track reconstruction using the full tracker. For
Run 2, tracking used a reduced number of iterations to fit into CPU time budget. Moreover, the
track reconstruction was performed regionally around the L2 τh candidates. Until mid 2018, the
L3 reconstruction was performed using a cone-based algorithm. It was then upgraded to the
hadrons-plus-strips (HPS) algorithm [305] that is also used in offline reconstruction. Both algorithms
start with jets reconstructed by the anti-𝑘T algorithm with a distance parameter of 0.4.

In Run 3, the L2 and L2.5 sequences were replaced by a convolutional neural network, in which
the pixel tracks from the Patatrack algorithm and the calorimeter candidates are used as input. This im-
proved the rejection rate at L2 by about a factor of 2 for similar efficiency. Additionally, the efficiency
of the L3 reconstruction was increased by introducing a neural network, DeepTau [306], adapted
from the offline reconstruction such that it matched HLT requirements for speed and performance.

11.2.5 Jets and global energy sums

Jets are reconstructed at the HLT using the anti-𝑘T clustering algorithm [303, 304] with a nominal
distance parameter of 0.4, or of 0.8 in the case of wide jets used in boosted topologies and multĳet
triggers. Inputs to the jet algorithm are usually particle-flow candidates, or alternatively calorimeter
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towers. Depending on detector and beam conditions, corrections are applied to the jet energy scale,
as well as the measured particle-flow hadron and average pileup energies.

Triggers using jets and global energy sums are used in CMS across a wide spectrum of physics
analyses. Multĳet trigger paths, for example, are key to select vector boson fusion event candidates
which contain two very forward jets in opposite endcaps, with a large angular separation and a
large dĳet invariant mass. Final states with boosted multĳet signatures can also be identified using
dedicated jet substructure techniques such as the soft drop approach [307]. Signatures with many
jets in the final state can also be triggered using 𝐻T, the transverse energy sum of all jets, or 𝑆T that
combines jets with leptons.

Paths based on missing transverse momentum ®𝑝miss
T , defined as the negative vector sum of

the 𝑝T of input objects, also exist. For these paths, the accounting for noise and beam-induced
backgrounds is especially important in order to keep rates and resolutions under control. Trigger
paths based on 𝑝

miss
T alone, or in combination with jets, leptons, or photons in the event, are also

used, e.g., to search for weakly interacting particles.

11.2.6 b jet tagging

The identification of b jets at the HLT is essential in order to enhance the fraction of events containing
heavy flavor jets from processes like vector-boson associated Higgs boson production where the
Higgs boson decays into a pair of b quarks. Such processes would otherwise be unlikely to pass the
standard thresholds for leptons, jets, or missing transverse momentum.

Since b tagging relies on the measurement of tracks that are displaced with respect to the
primary vertex, both the pixel and the silicon strip trackers are used to improve the spatial and
momentum resolutions of such tracks. In 2016, the combined secondary vertex algorithm CSVv2
was used. Subsequently, in 2017 and 2018, the multiclassifier neural network DeepCSV was
implemented [308]. With DeepCSV, the b jet tagging efficiency was improved by 5–15% at constant
gluon or light-quark misidentification rates.

For Run 3, two new neural network taggers, DeepJet [309] and ParticleNet [310], were deployed
in 2022, with further improved performance. In addition to tracks, the DeepJet algorithm also
uses information from neutral and charged particle-flow jet constituents. The ParticleNet algorithm
provides multiclass jet-flavor classification for categories of b, c, and light quarks, gluons, and
hadronically decaying tau leptons. For use in HLT, the Run 3 tagging algorithms were trained on
dedicated HLT-reconstructed simulation samples.

Figure 132 shows the light-flavor jet misidentification rate versus the b jet efficiency for the
different tagging algorithms, evaluated on simulated top-quark pair production events with an
HLT jet selection of 𝑝T > 30 GeV and |𝜂 | < 2.5. Compared to the performance of the DeepCSV
algorithm used during Run 2, the DeepJet algorithm trained using HLT quantities has a light-flavor
jet misidentification rate that is lower by about a factor of 3 (up to efficiencies of about 75%). The
ParticleNet algorithm reduces the misidentification rate by another factor of 2.5.

11.2.7 New HLT paths for long-lived particles

In addition to the improved reconstruction algorithms discussed in section 11.2, the Run 3 HLT menu
has been significantly expanded to explore new and unconventional physics signatures. The Run 3
HLT menu includes new dedicated triggers targeting long-lived particle (LLP) signatures, such as
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Figure 132. Light-flavor jet misidentification rate versus the b jet efficiency for the various b tagging
algorithms. The solid curves show the performance of the DeepCSV (blue), DeepJet (red), and ParticleNet
(magenta) algorithms in the HLT. The dashed curves show the corresponding offline performance for DeepJet
(red) and ParticleNet (magenta) taggers using offline reconstruction and training.

displaced jets, displaced leptons and photons, and delayed jets using timing information from ECAL
and HCAL, as well as HCAL depth information, as detailed in section 5.3. Furthermore, it features
high-multiplicity trigger (HMT) paths that trigger on hadronic showers in the muon system, and
new triggers for B physics, as described in section 11.5. In 2023, further resources were deployed
to enhance the sensitivity for demanding event topologies, such as the production of Higgs boson
pairs decaying with at least two b jets, vector boson fusion (VBF) processes, and events with LLP
signatures. Several of these new HLT paths are also seeded by new dedicated L1 trigger candidates
(section 10.4), further improving the signal acceptance for their target searches. The new triggers for
B and VBF physics will be described in more detail in section 11.5.

There are now several flavors of displaced and delayed jet paths available at the HLT in Run 3.
First, there is a suite of displaced dĳet paths that were already available to a certain extent in Run 2,
but that have gone through major improvements over time. These displaced dĳet paths are either
inclusive, in that they select events with calorimeter 𝐻T > 650 GeV and two jets with less than two
prompt tracks each, or they are more exclusive and require events with calorimeter 𝐻T > 430 GeV
and two jets with less than two prompt tracks and at least one displaced track. For Run 3, the
displaced jet selections have been improved at the HLT. In particular, the selection on the number of
prompt tracks was tightened in order to reduce the rate, while at the same time the definitions of
prompt and displaced tracks were loosened in order to improve the signal efficiency for low-mass
LLPs. Furthermore, additional L1 trigger seeds have been added. An L1 seed that requires a single
muon in addition to a small amount of 𝐻T helps to reduce the displaced dĳet 𝐻T threshold at the
HLT. In addition, the new HCAL timing and depth seeds, described in section 5.3, bring improved
efficiency for LLPs with 𝑐𝜏 > 0.5 m. All of these improvements to the displaced dĳet paths provide
better efficiency to trigger on low-mass LLPs, especially those with heavy-flavor decays.
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In addition to delayed jet paths that use HCAL timing, there are also new HLT paths that exploit
the ECAL timing. For LLPs that produce jets with delays of about 1 ns or more, the signal efficiency
is improved by an order of magnitude, with respect to the MET triggers that were available for this
analysis in Run 2. In particular, there are two different kinds of delayed jet triggers that use ECAL
timing at the HLT; there are paths that are seeded by 𝐻T, and there are paths that are seeded by
L1 τ objects. For both seeds, different requirements are made at the HLT, namely one or two jets,
independently of whether those jets are trackless or not, and the amount of timing delay. The paths
seeded by 𝐻T improve the sensitivity to low-mass LLPs with respect to the MET paths, and the paths
that are seeded by L1 τ objects increase the efficiency to trigger on Higgs boson decays to long-lived
scalars that decay to four b jets as well as to four τ leptons.

Neutral LLPs with particularly long lifetimes could decay hadronically beyond the calorimeters,
creating a high-multiplicity shower in the muon system. Such showers are expected to consist of
hundreds of hits, but no tracks or jets reconstructed in the inner detectors. Essentially, the CMS
muon system would act as a sampling calorimeter. As mentioned in section 10.2.3, new L1 seeds
have been developed to collect these high-multiplicity events in the CSCs. The high-multiplicity
triggers (HMTs) at L1 are used to seed several HLT paths. At the HLT, a clustering of hits in the
muon system is performed using the Cambridge-Aachen algorithm [311, 312]. The first HMT HLT
path reconstructs a single CSC cluster, with stricter cluster requirements than at L1 in order to control
the rate. The second HMT HLT path reconstructs a CSC cluster as at L1, and then additionally
requires a cluster in the DTs with at least 50 hits. The last available HMT HLT path reconstructs
a single DT cluster with 50 hits, makes no requirements on CSC clusters, and is seeded by MET
triggers at the L1 trigger. As compared with the MET triggers that were available in Run 2, the
trigger efficiency for these unique signals is improved by factors of 3 to 20 depending on the path.

Paths for displaced muons at the HLT have also been improved in Run 3. Displaced dimuon
paths are seeded by two L1 muons with low 𝑝T thresholds and by new displaced kBMTF double
muon seeds with unconstrained 𝑝T and 𝑑𝑥𝑦 , as described in section 10.2.1. These seeds feed
into several types of displaced dimuon paths at the HLT. There are L2 double-muon paths that
require an in-time collision based on the beam pickup timing device with a veto on prompt muons,
complemented by paths that make use of a seed developed for cosmic ray muons. These two
paths require displacements of at least 1 cm. Lastly, there are L3 double-muon paths that require
displacements of at least 100 𝜇m. This suite of HLT paths covers a wide range of displacements
and improves the signal efficiency over that of Run 2. The efficiency, measured in a cosmic ray
muon sample recorded in 2022, was measured to be 100% for displacements 𝑑𝑥𝑦 < 100 cm for the
L2 pp seed + prompt-veto path, and 90% for 𝑑𝑥𝑦 < 350 cm for the L2 cosmic seed + prompt veto
path. The efficiency of the L3 displaced dimuon path is measured to be 85% in the data sample of
non-prompt J/ψ events. At the same time, the background efficiency is small: it is measured to be
<1% in Drell-Yan data events for all three displaced dimuon HLT paths.

11.3 Run 3 HLT menu composition, rates, and timing

While the complete list of HLT paths in the Run 3 HLT menu is too long to be listed here, a
representative sample of some standard triggers with their HLT thresholds and rates is provided
in table 15.
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Table 15. HLT thresholds and rates of some generic triggers in the Run 3 HLT menu. The rates were
obtained from measurements during an LHC fill in November 2022 and have been scaled to a luminosity of
2.0 × 1034 cm−2 s−1.

HLT algorithm Rate
Isolated muon with 𝑝T > 24 GeV 250 Hz
Isolated electron with 𝐸T > 32 GeV 182 Hz
Particle-flow based 𝑝

miss
T > 110 GeV 81 Hz

4 PF jets with 𝑝T > 70, 50, 40, and 35 GeV with two b tags 57 Hz
Two isolated tau leptons with 𝑝T > 35 GeV 54 Hz
Muon with 𝑝T > 50 GeV 51 Hz
Two electrons with 𝐸T > 25 GeV 21 Hz
AK4 PF jet with 𝑝T > 500 GeV 16 Hz
Two same-sign muons with 𝑝T > 18 and 9 GeV 10 Hz
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Figure 133. The HLT rate allocation by physics group for the Run 3 menu deployed in November 2022,
scaled to a luminosity of 2.0 × 1034 cm−2 s−1. The total rate (blue bar) is the inclusive rate of all triggers used
by a physics group and the pure rate (green bar) is the exclusive rate of all triggers unique to that group. The
shared rate (orange bar) is the rate calculated by dividing the rate of each trigger equally among all physics
groups that use it, before summing the total group rate.
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Figure 133 shows the “standard physics” HLT rates consumed by each CMS physics group,
estimated from a fraction of events recorded by CMS from a fill taken in November 2022. “Standard
physics” refers to the collection of triggers included in the primary data sets whose reconstruction
starts within 48 hours after the data were recorded. This does not include data scouting at the HLT or
parking triggers, as detailed in sections 11.4–11.5. The average delivered instantaneous luminosity
during this fill was 1.8 × 1034 cm−2 s−1, but the measured rates have been scaled to correspond to
a luminosity of 2.0 × 1034 cm−2 s−1. For the rate measurement, events are assigned to a physics
group if the group uses at least one of the HLT algorithms that triggered the event. The group
categories correspond to the physics analysis working groups: Higgs boson physics (HIG), searches
for new physics in boosted signatures (B2G), searches for new physics in final states with imbalanced
transverse momentum (SUS), top quark physics (TOP), standard model physics (SMP), B physics
(BPH), and searches for exotica (EXO). The calibration category corresponds to all HLT algorithms
used for subdetector alignment and calibration purposes. The “objects” category corresponds to
HLT algorithms used for monitoring and calibration by the so-called physics object groups.

What can be seen from figure 133 is that roughly one third of the menu rate has been devoted to
standard model physics processes (HIG, SMP, TOP), one third to searches for physics processes
beyond the standard model (EXO, SUS, B2G), and the remaining one third to B physics processes,
physics objects (for monitoring and calibration purposes for example), and subdetector calibration.
The trigger selection for B physics and LLP (included in EXO) are largely unique to those groups.

The distribution of HLT time spent processing the data is shown in figure 134. The processing
time running only on CPUs (left) is compared to that when part of the reconstruction is offloaded
to GPUs (right). These results were obtained for an HLT configuration representative of the 2022
conditions, running over a sample of 64 000 pp collision events with an average pileup of 56
collisions. The measurements were performed on a machine identical to those used in the HLT farm,
as described in section 9.4, equipped with 2× AMD EPYC Milan 7763 CPUs and 2× NVIDIA T4
GPUs. The node was configured identically to the HLT farm, with simultaneous multithreading
(SMT) enabled, NVIDIA multiprocess server (MPS) enabled, and running eight jobs in parallel
with 32 CPU threads and 24 concurrent events each. The average processing time per event is
690 ms when running only on CPUs and 384 ms when offloading part of the reconstruction to GPUs,
corresponding to a speedup of over 40%. The maximum processing time per event for the initial
Run 3 event filter farm configuration is 500 ms, as noted in section 9.5.5.

11.4 Data scouting at the HLT

A limiting factor for the data-acquisition rate is the bandwidth of the data to record on disk (a few
GB/s), not the event rate per se. Thus, if the size of the data per event is reduced, a higher rate
of events can be recorded, i.e., using significantly lower trigger thresholds. In the so-called “HLT
data scouting”, only the most relevant physics information is stored, as reconstructed by the HLT,
and not the complete set of raw data. Scouting was first implemented in Run 1 [313], and was
developed further during Run 2, for selected physics objects, such as jets [314] and dimuons [315].
For instance, the 𝐻T threshold in the HLT scouting data was reduced from 800 to 410 GeV, and this
data was used for a search for three-jet resonances [316].

A further benefit of HLT data scouting is that events are reconstructed only once, using the
resources of the HLT, and thus do not require further computing resources to perform the offline
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Figure 134. Pie chart distributions of the processing time for the HLT reconstruction running only on CPUs
(left) and offloading part of the reconstruction to GPUs (right). The slices represent the time spent in different
physics object or detector reconstruction modules. The empty slice indicates the time spent outside of the
individual algorithms.

reconstruction step, which is described in section 12. On the other hand, a complete reprocessing of
HLT scouting data not possible. The quality of the scouting data depends on the calibrations and
alignments used in the HLT, but these must anyway be precise to maintain good trigger performance.
Furthermore, the CPU processing time budget per event is limited at the HLT (less than about 300 ms
per CPU core during Run 2) and scouting requires extra processing, which must fit in the constraints.

During the beginning of Run 3, HLT scouting data was recorded with a rate of up to 30 (22) kHz
for the 2022 (2023) data-taking periods, respectively, and an event size of about 13 kB, compared to
the full raw data event size of about 1 MB. Events are reconstructed in the HLT scouting scheme
if they are accepted by an array of L1 triggers targeting one or two electrons, muons or jets or
a moderate amount of 𝐻T with thresholds lower than for other HLT paths. For Run 3, a special
version of the particle-flow reconstruction algorithm using pixel tracks reconstructed with Patatrack
(section 11.2.1) was deployed. This special version allowed offloading to GPUs at the expense of a
slightly degraded parameter resolution in comparison to tracks reconstructed using the full tracker
information. The reduced reconstruction time made it possible to use particle-flow reconstruction on
a larger fraction of input events.

In addition to the objects from the particle-flow reconstruction [300] that were already stored
during Run 2 (muons, jets, and particle-flow candidates), HLT scouting in Run 3 includes the
reconstruction and storage of electrons, photons, and tracks. At the beginning of the 2023 data-taking
period, the electron reconstruction was further optimized by loosening the L1 seeding requirement,
resulting in an increased efficiency for low 𝑝T electron reconstruction. No event selection is applied
after the reconstruction. Reconstructed objects are stored if they fulfill relatively loose criteria, such
as 𝑝T > 20 GeV and |𝜂 | < 3 for jets, and 𝑝T > 0.6 GeV and |𝜂 | < 3 for particle-flow candidates. In
addition to kinematic quantities like 𝑝T and 𝜂, other information to facilitate offline analyses is also
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stored. In the case of charged particle-flow candidates, this includes parameters of associated tracks
to facilitate, e.g., the training of jet tagging using machine-learning algorithms. Muons are stored
not only with track parameters but also with information about the hits in the tracker, allowing the
possibility to refit the dimuon vertices.

Since HLT scouting is able to access low-momentum objects with higher rates than conventional
HLT trigger paths, it is well suited for analyses targeting low momenta and low-mass particles.
Current studies include, for example, analyses of low-mass dimuons, diphotons, and dielectrons as
well as a H → bb analysis that benefits from the decreased threshold on 𝐻T.

11.5 Data parking

One limiting factor for the HLT output rate is the bandwidth of the prompt event reconstruction at
Tier 0. An alternative approach to increase the amount of data available for physics analysis is to
increase the storage rate on disk, while delaying the reconstruction of the data until a later time,
when the necessary computing resources are available. The reconstruction can be scheduled during a
year-end technical stop or a long shutdown, for instance. This concept, known as “data parking”, was
already implemented in Run 1 [6] and Run 2 to record additional data for B physics and other studies.
During an LHC fill, as the luminosity decreases, the bandwidth to trigger additional events increases,
and the trigger thresholds for data-parking events are gradually relaxed to record parking data.

In 2018, for example, the collection of bb events was enhanced by tagging and storing events
containing at least one displaced muon, e.g., from a semileptonic B decay. The 𝑝T threshold at the
HLT for a single isolated muon was 24 GeV for the standard physics menu. For the parked B data the
𝑝T threshold was as low as 7 GeV and the HLT output rate reached 5 kHz at the end of fills, enabling
CMS to accumulate about 1010 b hadrons [288]. In Run 3, data parking still targets B physics,
but it also includes a rich set of other physics data. As of the end of 2022, the parking streams
record events with at least one muon candidate with 𝑝T > 12 GeV and a transverse impact parameter
significance larger than 6; events with two muons with 𝑝T > 4 and 3 GeV with an invariant mass
less than 8.5 GeV; and events with two electrons with |𝜂 | < 1.22, 𝑝T < 4 GeV, and an invariant
mass less than 6 GeV. With the addition of the parking streams, the total HLT reaches peak output
rates of 6 kHz. This can be seen in figure 135, which shows (separately) the HLT output rates for
promptly reconstructed events and for parked data for an LHC fill recorded in 2023 with a peak
levelled luminosity of about 2 × 1034 cm−2 s−1.

In 2023 the parking strategy was extended to improve the signal acceptance for critical Higgs
boson measurements and searches. By dropping the single-muon parking approach, which was
limited to instantaneous luminosities lower than 1.7 × 1034 cm−2 s−1, and by improving the purity
of the dielectron triggers, CMS is now able to dedicate bandwidth for events targeting final states
with two b-tagged jets, the VBF production mechanism, and LLP signatures. The two b-tagged
jet criterion, mainly designed for the production and decay of HH into four b quarks, relies on the
presence of four jets with 𝑝T > 30 GeV, two loose b-tagged jets using the ParticleNet tagger, and
an aggressive threshold 𝐻T > 280 GeV. Figure 136 (left) shows the trigger efficiencies for prompt
and parking data. A clear improvement of more than 20% is observed with respect to the trigger
efficiency of Run 2. The measured efficiency in a single-muon dataset recorded in 2023 confirms a
plateau efficiency of more than 90% (figure 136, right).
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Figure 135. The HLT rates for promptly reconstructed data streams (blue) and parked data (black) as a
function of time during an LHC fill in 2023.
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Figure 136. Left: comparison of the trigger efficiency of the HH → bb trigger among the three different
strategies used in Run 2 (black), 2022 (blue), and 2023 (orange) using the signal MC sample. Right: trigger
efficiency of the HH → bb trigger using events collected by the single muon trigger in 2023.

For VBF event candidates a twofold strategy, one inclusive and one exclusive, is pursued. The
inclusive approach relies only on the invariant mass of two forward jets and applies a tight selection
of 𝑚jj > 1000 GeV, while in the exclusive approach a looser threshold on the invariant mass is
affordable because there are additional requirements on the central objects in the events. Table 16
summarizes the details of the two complementary approaches.

11.6 Heavy ion physics

Heavy-ion collisions impose unique challenges on the DAQ and HLT systems, as also noted in
section 9. A completely custom HLT menu was developed with almost no overlap in content
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Table 16. HLT thresholds and rates of the VBF triggers, as obtained from measurements during an LHC fill
in June 2023 at an average instantaneous luminosity of 2.0 × 1034 cm−2 s−1, corresponding to a pileup of 61.
HLT algorithm Rate [Hz]
2 jets with 𝑝T > 105/40 GeV, 𝑚jj > 1000 GeV, Δ𝜂jj > 3.5 720
2 jets with 𝑝T > 70/40 GeV, 𝑚jj > 600 GeV, Δ𝜂jj > 2.5, 2 central jets 𝑝T > 60 GeV 430
2 jets with 𝑝T > 105/40 GeV, 𝑚jj > 1000 GeV, Δ𝜂jj > 3.5, 3 central jets 120
2 jets with 𝑝T > 90/40 GeV, 𝑚jj > 600 GeV, Δ𝜂jj > 2.5, isolated muon 𝑝T > 3 GeV 110
2 jets with 𝑝T > 75/40 GeV, 𝑚jj > 500 GeV, Δ𝜂jj > 2.5, 𝑝

miss
T > 85 GeV 110

2 jets with 𝑝T > 45 GeV, 𝑚jj > 500 GeV, Δ𝜂jj > 2.5, tau 𝑝T > 45 GeV 40
2 jets with 𝑝T > 90/40 GeV, 𝑚jj > 600 GeV, Δ𝜂jj > 2.5, isol. µ 𝑝T > 3 GeV, 3 jets 12
2 jets with 𝑝T > 45 GeV, 𝑚jj > 500 GeV, Δ𝜂jj > 2.5, electron 𝑝T > 12 GeV 5
2 jets with 𝑝T > 75/40 GeV, 𝑚jj > 500 GeV, Δ𝜂jj > 2.5, 𝑝

miss
T > 85 GeV, 3 jets 5

2 jets with 𝑝T > 70/40 GeV, 𝑚jj > 600 GeV, Δ𝜂jj > 2.5, 2 jets 𝑝T > 60 GeV 3

and paths with the pp menu. Additionally, because of the dense environment, the physics object
reconstruction algorithms used by the HLT are generally customized for heavy-ion running. For
example, while jet reconstruction remains based on the anti-𝑘T algorithm, the underlying event
energy subtraction differs from that used to handle pileup in pp running.

In preparation for heavy-ion data taking in Run 3, significant effort is devoted to increasing the
available L1 bandwidth. In 2018 up to 30 kHz was achieved, whereas we plan up to 50 kHz in Run 3
conditions. The most critical components to study include the ECAL, pixel, and tracker detectors.
During a heavy ion test run in 2022, a scan of different ECAL readout settings was performed to
study the readout size and potential impact on physics objects. A size reduction is crucial to achieve
the target L1 rate. In order to fully utilize the L1 bandwidth, fractional prescale factors will be used
to operate the trigger at the optimal point between rate and dead time.

The target for the PbPb collision run in 2023 is to record about 5 × 109 events. The HLT will be
operated at an output rate above 10 kHz. About 10 kHz are “minimum bias” events, collision events
with only a minimal L1 selection. The budget also contains 1–2 kHz of triggers of selected physics
objects, such as muons, electrons, photons, jets, and track multiplicity conditions in central collisions.
A significant fraction of the latter events will also be contained in the minimum bias data set.

To use the bandwidth between the HLT and the Tier 0 center in an optimal way, all triggers are
collected into a single “HIPhysics” data set. Only later, during the offline processing step, which is
described in section 12, will they be split into secondary data sets. Tools have been developed to
automatically configure the splitting of large data sets into multiple outputs.

In addition to hadronic collision events, a suite of ultra-peripheral collision triggers will also be
deployed. These target, for example, processes where the two ultrarelativistic nuclei do not collide
directly, but their electromagnetic fields interact with each other. Such events are typically very
clean, with only a few physics objects in the detector and no other visible activity. The size of the
event data is minimal and contributes little to the bandwidth.

With the aging of the detector, the efficiency to trigger on some of the more peripheral collisions
drops. Therefore a task force was formed to understand how the decrease in efficiency can be
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avoided, including, for example, combining information with other detector parts like the Zero
Degree Calorimeter. The heavy ion event size for hadronic collisions is comparable to that for pp
collisions, and a sustained throughput of 17 GB/s is anticipated. Even though the bandwidth is much
higher than that in Run 2, given the event size, the target number of recorded minimum bias events
will be hard to achieve. To increase the event rate further, a new approach has been developed
in which one of the most significant components of the event record, the tracker information, is
removed. Instead, for each strip cluster, only summary information is written out. This approach
is expected to reduce the event size by about 30%. The algorithm was commissioned during the
2022 heavy-ion test run, where both event format contents (the reduced format, “RawPrime”, and
the complete information) were written out.

12 Offline software and computing

12.1 Overview

CMS offline computing has evolved over the past 15 years to support the ever-growing needs to
trigger, filter, store, transfer, calibrate, reconstruct, and analyze the recorded and simulated data of
the experiment. The offline system receives a subset of the real-time detector information from the
data acquisition system, once it is filtered by the high-level trigger at the experimental site, ensures
safe curation of the raw data, and produces data for physics analysis. Major activities are also the
production and distribution of Monte Carlo (MC) simulation data, as well as the processing of
conditions and calibration information, and other nonevent data. The data input and output layer of
the CMS data processing software is provided by the ROOT framework [259].

Key components of the offline computing system, described in the sections that follow, include
an event data model and corresponding application framework, the processing chain and data tiers,
computing centers, referred to as Tier 1, Tier 2, and Tier 3, which provide storage and processing
resources all connected through a distributed world-wide computing grid, and a set of computing
services that provide tools to transfer, locate, and process the data.

A timeline of the major data processing and computing software improvements put into produc-
tion over the past decade or so is shown in figure 137. CMS developed a highly flexible computing
model, with the goal of using efficiently all of the resources available to the experiment while
minimizing both hardware and personnel needs and maximizing overall throughput. The innovations
led to an increase in efficiency in the use of computing resources, and enabled the experiment to
use additional new and diverse types of computing resources that were not available a decade ago.

12.2 Detector simulation

The CMS detector simulation is based on the Geant4 [317] toolkit. It is augmented with
computationally efficient techniques, such as shower libraries for the forward calorimeters, and
specific identification criteria per particle type and detector region for neutrons [318], which
guarantee high fidelity of the simulation. The “Full MC” simulation chain includes execution of the
standard reconstruction chain. A subset of physics analyses, such as scans of new-physics signatures
over large parameter space, use the “Fast MC” chain or “Fast Simulation” application. This does not
rely on Geant4, but rather a parameterized approach [319] with a simplified CMS geometry. The
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2015
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2017

2018

2019

2020

2021

Rucio and CTA in production

Particle-flow adopted for reconstruction

First algorithm vectorised: vertexing

AAA and xRootD federation in production
Forward shower libraries for simulation

MiniAOD used for most analyses in production

Russian roulette in production

Unified (e.g. automatic tape handling, block-by-block 
processing) in production

First HLT algorithm running on GPU

Framework support for offload on accelerators

CMSSW offload to cloud accelerators demonstrated

DD4hep integratedGeant4 10.7 integrated

64-bit binaries in production

Invention and adoption of the VDT math library

Framework support for multithreading

HTCondor pools and GlideinWMS full adoption

Dynamo DDM in production

Premixing for PU simulation in production

VecGeom in  production
Beginning of NanoAOD adoption

20% of the HLT ported to CUDA

First CMSSW portability library evaluation

Multicore GlideinWMS pilots 

Figure 137. Timeline of the major data processing and computing software improvements put in production
since 2010.

Fast MC chain also uses a faster version of the reconstruction step. The performance of the CMS
simulation is detailed in ref. [320].

12.3 Event reconstruction

Event reconstruction is the processing step that transforms the event information contained in the
raw data, i.e., packed detector readout data, into high-level physics objects, such as electrons, muons,
photons, or jets, which are used in physics data analysis. In CMS, the event reconstruction is
logically partitioned into several steps, starting from the local reconstruction in which the data
are processed individually by a single detector component, and ending with global particle-flow
reconstruction [300] and object identification. The particle-flow algorithm aims to reconstruct and
identify each individual particle in an event, with an optimized combination of information from the
various elements of the CMS detector.

A great deal of attention is dedicated to the computing performance of the event reconstruction,
both for pp and heavy-ion collision data. The run-time optimization is a priority for CMS, and is
achieved through algorithmic and technical improvements. Examples of technical improvements
are the adoption of a more recent compiler version, utilization of special compilation flags and
other code optimizations, without impact on physics performance. The timing is benchmarked
continuously and in great detail in order to identify and remove performance degrading patterns as
early as possible in the release integration process [321].

Run-time performance improvements must be paired with precise physics validation of the
software, delivered swiftly to the code authors. Physics validation happens at multiple levels during
the software integration process, mainly through automatic comparison of data quality monitoring
(DQM) histograms of relevant distributions and physics quantities. Before new reconstruction code
is merged into the central software repository, a limited number of events are processed and the
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quality of the reconstruction is assessed. During twice-daily integration builds of the CMS software,
a growing level of detail is added to the automatic validation, and a larger number of events are
processed to obtain the DQM histograms.

Every major release, which may be intended for data processing or mass production of MC
simulation samples, is preceded by weekly or biweekly pre-releases. The validation of pre-releases
involves confirmation by detector and physics object experts who assess the quality of the results
obtained with the software compared to actual Monte Carlo and data processing campaigns of a few
million events. Final validation, referred to as release validation [322], is required before new CMS
software releases are put into production.

12.4 Computer architectures and platforms

CMS strives to use efficiently all of the computing resources at the experiment’s disposal. To this
end, the data processing software supports a generic mechanism, described in section 12.5, to offload
work onto accelerators such as GPUs, described in section 12.5.2.

Our builds support three different CPU architectures, x86_64, ARM, and IBM Power, driven
by the opportunities to obtain allocations at HPC centers where these architectures are available
(section 12.7.1). We perform integration and unit testing of the CMS code, and create regular
releases of the whole CMS software suite CMSSW [256] for these architectures [323]. ARM support
began in 2012 and Power in 2016. Installations of non-x86_64 releases are performed since 2014
on the file system used as a vector for CMS software, CVMFS, an aggressively cached distributed
read-only file system [324, 325].

CMS not only builds, tests, and runs code regularly on different CPU architectures, but also em-
ploys two different compilers, GCC and Clang, as well as different operating systems. The combination
of a CPU architecture, a compiler, and an operating system is commonly referred to as a “platform”.
The ability to build, test, and run CMSSW and perform integration tests on several platforms signifi-
cantly contributes to achieving top code quality, a capability which CMS plans to preserve for the entire
Run 3 and beyond. There is an increased risk of bugs and unstable algorithms silently altering the
results of computations without being noticed if the code is tested and executed only on one platform.

12.5 Application framework

12.5.1 Multithreading

For LHC Run 2, the application memory usage was foreseen to increase beyond the 2 GB-per-CPU
core limit of the computing grid worker nodes, due to increased pileup compared with Run 1. In order
to reduce memory usage per CPU core, the CMS application framework was enhanced to support
parallelism through a multithreading paradigm [256, 326]. The multithreaded framework follows a
task-parallel paradigm implemented with Intel’s oneTBB [327] library, which expresses concurrent
units of work as tasks and passes them to oneTBB’s task scheduler to run. The multithreaded
framework was introduced for production jobs in 2015 for Tier 1 computing resources, and during
2016 for the majority of other resources. Currently, production jobs use eight threads by default,
which is a good compromise between application memory usage and CPU efficiency. In addition,
8-core slots have been agreed as a standard job size on the shared worldwide LHC computing grid
(WLCG) [328] resources.
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The initial version of the multithreaded framework processed only separate events concurrently.
The framework had to synchronize between the worker threads at specific stages of the data
processing, and combined with large variability between the processing times of different collision
events, this led to noticeable inefficiencies in the CPU utilization. The threading efficiency has been
gradually improved [329], and currently many levels of concurrency are exploited. Within one event,
independent modules are run simultaneously whenever possible according to their data dependencies.
Modules can use oneTBB’s parallel constructs in their internal work including so-called event
setup modules that process conditions data. Events from multiple luminosity sections (section 9)
and interval-of-validity ranges of the conditions data can be processed in parallel. The framework
supports physics modules with different levels of thread-safety guarantee, which are also associated
with their threading efficiency or memory usage.

12.5.2 Offloading to accelerators

The framework has generic support for offloading computations from the CPU worker threads, which
allows those worker threads to continue to work on other computations [330]. A module that offloads
computations has its event processing function split into two stages, where the first function is to
offload the computations, and the second function is called when the offloaded computations have
been completed.

Support for specific offloading technologies is implemented on top of the framework’s generic
mechanisms. The Nvidia GPUs on the same computing node are supported with the CUDA
API [330]. Utility classes help with asynchronous execution, sharing resources between modules
via the event, and minimizing data movements. At the time of writing, pixel local reconstruction,
pixel track and vertex reconstruction [299], ECAL unpacking and local reconstruction, and HCAL
local reconstruction have GPU implementations. Offloading them to a GPU reduces the HLT CPU
usage by about 40% [295].

Historically, the accelerator vendors have provided their own APIs. However, developing
and maintaining separate versions of algorithms for each platform is unsustainable and, therefore,
CMS investigated ways to achieve performance portability with a single code base. A performance
portability framework makes it possible to have one single code base and to build libraries for
different classes of hardware, such as CPUs or different vendors of GPUs and accelerators. The
suitability of Alpaka [331] and Kokkos [332] libraries for the CMS data processing model and
software were explored in detail [333, 334], with the conclusion that Alpaka was better suited for
CMS for LHC Run 3.

The ability to use accelerators on a remote computing node, or in separate processes on the same
node, could allow more flexible use of accelerators. Using remote accelerators for machine learning
(ML) inference has already been demonstrated from the CMS application framework [335–337]
using inference servers such as Nvidia Triton [338]. In general, ML algorithms are expected to be
easily portable between various accelerators.

12.5.3 Geometry

Geometry information is fundamental for several CMS applications, such as simulation, reconstruc-
tion, and event visualization. For the start of Run 3, the in-house developed geometry description tool
used during Run 1 and Run 2, DDD [339], was replaced with the community tool, DD4Hep [340],
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Table 17. Description of the data tiers regularly produced by centrally managed workflows. The ROOT
framework is used to write and read the data.

Name Description
GEN Intermediate and outgoing stable (𝑐𝜏 ≳ 1 cm) particles from the collision simula-

tion. May include Les Houches accord event (LHE) data from the matrix-element
generator, if applicable.

SIM Detailed description of energy deposits left by stable outgoing particles in the
detector material. Two options are available: a highly-accurate Geant4-based
application (Full MC); and a parametric fast simulation application (Fast MC),
which trades accuracy for a 100-fold decrease in detector simulation time or 10-fold
decrease in total CPU time per simulated event. The level of inaccuracy introduced
by Fast MC is typically a difference of less than 10% in final analysis observables.

DIGI Digitized detector readout or simulation thereof. In simulation, the effect of
additional collision events (pileup) is folded into the event description in this step.
In Run 2, a “premixing” technique was introduced, where the additional events are
summed in a separate processing step and then applied to the simulated primary event.

RAW Packed detector readout data.
RECO Detailed description of calibrated detector hits and low-level physics objects.
AOD Reduced description of calibrated detector hits and low-level physics objects,

uncalibrated high-level physics objects.
MiniAOD Reduced low-level physics objects and calibrated high-level physics objects. A

truncated floating-point representation is used for most object attributes. Introduced
for Run 2 to reduce the number of analyses requiring AOD inputs.

NanoAOD Compact data format containing only high-level physics object attributes stored as
(arrays of) primitive data types. Introduced during Run 2 to reduce the number of
analyses requiring MiniAOD inputs.

which is also used by the LHCb experiment and others. The selection of DD4Hep was made
because its library is well behaved in multithreaded environments and because the replacement of an
in-house solution with a community-supported tool improves the sustainability of our software stack.
The migration of the geometry for Run 3 took place during LS2 and was an opportunity to review
the entire description of the CMS detector, even improving it in some respects. The migration to
DD4Hep of the Phase 2 geometry was completed during 2022.

12.6 Data formats and processing

Data and simulation processing workflows are broken into several steps, each defined by the output
data structures per event it produces, referred to as a “data tier”. The data tiers in use for centrally
produced simulation and reconstruction workflows are listed in table 17. No changes in the data
formats were made between Run 2 and Run 3. A single executable process may produce multiple
outputs corresponding to different data tiers, which reduces I/O operations when the necessary data
structures are already in process memory.
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The smaller-size analysis formats are key to reducing both the overall amount of data stored by
CMS and analysis processing time per event. In Run 2, approximate event sizes in each format are
400 kB for AOD (Analysis Object Data), 40 kB for MiniAOD, and 1–2 kB for NanoAOD. The goal is for
50% of CMS analyses to use only NanoAOD data sets as input before the end of Run 3. Although this
format is not suitable for every analysis, the increase in usability and speed should appeal to many users.

Nonevent data are used to interpret and reconstruct events [1]. Four types of nonevent data
remain in use: construction data, generated during the construction of the detector; equipment
management data; configuration data, comprising programmable parameters related to detector
operation; and conditions data, including calibrations, alignments, and detector status information.
A procedure for deriving a selection of online calibration constants has been in place since Run 1.
This has since been consolidated and the ability to create calibration constants from data collected
across multiple runs was developed along with new calibration workflows.

A typical Run 3 simulation workflow will be a so-called “step-chain” job composing GEN-
SIM-DIGI/PU MIX-RAW-RECO-AOD steps and the reduction to MiniAOD and NanoAOD formats.
For detector data, only the RECO-AOD step is performed, followed by the reduction to Mini and
NanoAOD. For a given data-taking period, AOD is produced 1–3 times in large-scale processing
campaigns, while MiniAOD [341] and NanoAOD [342] data tiers are reproduced more frequently as
high-level physics object calibrations are updated.

In the CMS workflow management system, a processing step applied to a given set of inputs (or
requested number of events in the case of GEN) forms a task. Tasks are chained together to form a
complete workflow, with intermediate tasks writing their output to site-local storage, and optionally
registering the output in the data management system, as discussed in section 12.8.1. To reduce
data transfer, task chains are converted to step-chains when possible, with intermediate output kept
only on job-local scratch disk and all subsequent steps executed in a single job. As discussed in
section 12.5, the steps are typically executed multithreaded, using up to eight cores per executable,
which reduces the workflow management overhead. The GEN step uses software tools from the
HEP theory community, and although some tools may force a step to be executed single-threaded,
work is ongoing to improve per-executable parallelism in this context.

12.6.1 Premixing

In Run 2 the increase in pileup events resulted in a more I/O and computing-intensive pileup
simulation. A number of individual minimum-bias events comparable to the pileup level had to
be read from local or remote disk pools and superimposed to the hard scatter event. For this
reason, a “premixing” simulation method [318, 343] was introduced to drastically reduce the I/O by
summarising all the parasitic pileup collisions in one single “pileup-only” event. Hard-scatter events
are generated and simulated without pileup; separately, a sample of MC pileup-only events is also
produced, using the pileup distribution for a certain running period and considering in-time and
out-of-time interactions in all subdetectors. A selected premixed set of pileup events is then overlaid
on the hard scatter events. This approach reduces I/O operations by 90% compared with the previous
method of overlaying individual minimum-bias events. On average, digitization and reconstruction
of simulated events with pileup is twice as fast [343]. The size of the premix library is proportional
to the number of simulated events and contained about 200 million events in Run 2. For Run 3, the
integrated luminosity is expected to be higher, and larger premixed samples will be generated.
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12.7 Computing centers

The organization of the distributed computing infrastructure used by CMS was initially based on a
model described by MONARC [344], where the sites were organized in “Tiers”, pledging CPU, disk
storage, and tape resources, proportional to the commitment of each funding agency within the CMS
Collaboration. The roles of the various Tiers were established as follows:

• A Tier 0 center close to the experiment (CERN) to execute a first calibration and reconstruction
pass, the so-called “prompt reconstruction”, as well as to maintain a custodial copy of all
RAW data on tape; 24h/7 support is guaranteed;

• Tier 1 regional centers (six in use by CMS), which maintain a second distributed custodial
copy of the RAW data on tape, and provide CPU for re-reconstruction and MC simulation;
24h/7 support is guaranteed;

• Tier 2 local centers (about 50 used by CMS), providing support for analysis activity and MC
simulation; guaranteed support only during working hours.

The Tier 0 is the largest of the CMS sites. It provides computing capacity, disk and tape storage
and is hosted by CERN. At the Tier 0, prompt reconstruction starts 48 hours after the data are
acquired. This delay is necessary for an initial set of detector calibrations to be bootstrapped, starting
from the execution of alignment and calibration processing sequences on the newly acquired data
— the so-called “express” reconstruction. One such workflow is described in ref. [345]. Once
the calibrations are derived, they are consolidated in a payload written to a database that is then
read by prompt reconstruction at a later stage. The flexibility of the CMS central job submission
infrastructure makes it possible to produce substantial amounts of simulated samples at the Tier 0.

France, Germany, Italy, the US, the U.K., and Spain provide the six Tier 1 sites of CMS. These
sites have a primary role in the computing model, offering the precious combination of computing
capacity, disk storage and tape archival space, all together with high bandwidth connectivity to
CERN and Tier 1 s through the LHCOPN private IP network, as well as to other sites through the
LHCOne network. Tier 1 s are used to store the active copy of the RAW data on tape, to perform
re-reconstruction passes when data processing algorithms and calibrations improve so much to
require it. The Tier 1 centers have been adapted to support the Tier 0 in the task of prompt data
processing, whenever needed. In the current computing model a job can now run, in principle,
wherever free CPU is available while accessing input data through the WAN (figure 138). The total
amount of computing resources pledged by the largest and smallest of the Tier 1 centers of CMS
differs by an order of magnitude, still these special sites are equally critical for the support of the
CMS physics program.

The computing model used in Run 2 and Run 3 is a significant evolution of the MONARC
hierarchical model. The roles of the Tier 1/2s have become more similar in order to optimize the usage
of the resources with high efficiency, and following collaboration-wide priorities. The presence of
high-speed wide-area network (WAN) connections, the development of advanced data federation [346,
347] and caching [348] technologies and the creation of optimized data tiers such as MiniAOD and
NanoAOD, allow distribution of the tasks among the Tier 1’s and Tier 2’s following CMS priorities,
with minimal net distinction between analysis, MC production, and data (re-)processing. However,
Tier 1 sites still tend to be assigned a larger proportion of central production jobs.
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Figure 138. The evolution of the CMS computing model from a hierarchical (left) to fully connected
structure (right).

Tier 3 sites are those which do not pledge resources, but nevertheless provide CPU and storage in
varying amounts. These could be sites with batch farms for mainly local use, or those that predominantly
support another experiment, but allow CMS to take CPU slots opportunistically when they are available.

An important aspect of the computing model in CMS is the continuous monitoring of the dis-
tributed data centers, both via recording of CPU and data metrics of the workloads, and with automatic
tests checking periodically the health and reliability of the various services. These tests allow the produc-
tion system to temporarily disable sites with transient issues and to re-enable them when working again.

In order to easily run computing jobs on diverse resources, the environment was standardized
during Run 2 via the use of virtualization and containerization in Singularity [349].

12.7.1 High performance computing (HPC)

National and supranational bodies are investing substantial resources in supercomputers. These
machines are part of our computing infrastructure and, given the advantage they represent for many
scientific and industrial applications, they are here to stay. In the exascale era, HEP might be
compelled to count on these resources for the bulk of its computing capacity. CMS has already started
to take advantage of HPCs, adapting its software and computing tools. However, the integration of
individually highly optimized HPC systems with the CMS experiment computing environment is not
a trivial task. From a technical perspective, HPC centers differ in a variety of specialized hardware
setups and strict usage policies can apply, particularly related to security. As a consequence, a variety
of conditions can be encountered when attempting to integrate these centers, spanning from less
common operating systems, absence of local scratch disk space on computing nodes, low memory
availability per core, limited or even absent outbound network connectivity, and, of course, distinct
architectures. Given the unique nature of HPC systems, CMS has invested a substantial amount of
effort to develop solutions case by case.

CMS has deployed several solutions which can be classified broadly into two categories: a
transparent site-extension model where HPC computing resources are seamlessly integrated into an
existing CMS grid site, and the HEPCloud model in which an additional layer of job submission
infrastructure sits between the experiment’s workflow management system and the HPC computing
resources. In both cases, the storage of existing CMS grid sites is used through remote access from
the HPC, complemented by on-site caches or local storage at some HPC centers.
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Integration of HPCs that are transparent to central computing operations have been performed
in several countries in Europe, e.g., Italy, Switzerland, Germany, and Spain, for example expanding
existing Tier 1 or Tier 2 sites elastically into these machines [350–352], or by deploying so-called
overlay batch systems [353]. It is also through this model that a validation of the physics performance
of CMS software on the PowerPC architecture could be performed [354].

The HPC resources located in the US are integrated into the CMS systems via HEPCloud [355],
a portal to an ecosystem of diverse computing resources, commercial or academic, hosted at FNAL.
Since 2020, HEPCloud has provisioned resources from seven different HPC centers located for
example at the NERSC, PSC, TACC, or SDSC computing centers.

12.7.2 Data archive at CERN

CMS migrated to the CERN tape archive (CTA) [356] system in December 2020. The CTA system
provides the tape backend to the CERN EOS disk system [267], and together EOS and CTA replace
CASTOR. This upgrade was necessary to prepare for the higher data rates of Run 3 and beyond, as
well as to provide a uniform API for disk and tape operations, with support for newer protocols and
authentication methods. It is difficult to achieve high throughput using a traditional buffer made up
of spinning disks, due to contention on the drives from multiple simultaneous streams. Therefore a
new approach was taken, with a small, fast SSD buffer in front of the physical tapes. This allows the
tape drives to operate close to their nominal speed of 400 MB/s.

12.8 Computing services

12.8.1 Data management

During Run 1 and Run 2, CMS used PhEDEx [357] and Dynamo [358] as data management tools.
However, for Run 3 and beyond it was necessary to adopt a more scalable, flexible, and powerful
system to increasingly automate the data management, and include the possibility to scale up
transfers to around 100 petabytes per day by the late 2020s for the start of the High-Luminosity
LHC (HL-LHC) [359]. The new software should also support future technologies such as token
authorization and non-FTS (File Transfer Service) [360] transfers. The Rucio system [361], a data
management project for scientific communities, was adopted by CMS at the end of 2020. It can
perform all of the functions of PhEDEx and Dynamo, and also make higher-level decisions about
data placement. Rucio is run centrally, without an agent at every grid site as required by PhEDEx.

The CMS Rucio infrastructure is based on Helm [362], Kubernetes [363], and Docker [364],
which are industry standards. All of the Rucio services are built into a single Kubernetes cluster
which can be brought up from scratch in under an hour. Rucio removes data as additional space is
needed at a site. Only data that is not held in place by one or more rules is eligible to be removed.
To make this decision, Rucio uses the last access time of the data. This information is taken from job
reports, CMSSW file reads, and monitoring of the AAA (Any data, Anywhere, Any time) system,
which is described in the following subsection.

CMS developed a mechanism to check the consistency of the Rucio database with the actual
state of files on disk. Remote disks are scanned using XRootD tools, comparing the results with the
state of the database, and generating lists of missing and unneeded files. These lists are passed to
additional Rucio components for file removal or re-transfer.
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12.8.2 Data transfer protocols

During Run 1 and Run 2, CMS transferred data among sites via protocols based on the grid security
infrastructure (GSI) [365, 366], with GSIFTP the most common protocol used and GridFTP its most
common implementation. When the end of support for GSI was announced, the LHC community
started looking for a replacement both for the protocol and an authentication mechanism. The
WebDAV protocol [367], an extension of HTTP which supports third party copy (TPC) transfers and
tokens for authentication, was selected. The adoption of the WebDAV protocol started early in 2020
and was completed in 2022.

The “Any Data, Anywhere, Anytime” (AAA) data federation [346] was introduced in 2014–2015
during LS1. This is a model for effective federation of distributed storage resources via an XRootD
cluster at each computing center, allowing for remote access to any file within the CMS namespace.
The XRootD framework supports partial reads of files and is commonly used by analysis jobs. The
combination of AAA and caching [348] technologies allows nonlocality between data and CPU,
and is expected to lead to entirely storage-free computing centers in Run 3. These are the first
steps towards a “Data Lakes” architecture [368], a centralized data repository, as envisioned for the
HL-LHC era.

12.8.3 Central processing and production

Large-scale MC sample production and data event reconstruction activities are performed in a
distributed computing infrastructure, coupled to a specialized workload management system (WMS),
described in section 12.8.4. A global batch queue manages the distribution of production and analysis
jobs to the CMS distributed computing system in an optimized and flexible way. The submission
infrastructure (SI) employs GlideinWMS [369] and HTCondor [370] software suites in order to
build and manage a “Global Pool” [371] of computing resources where the majority of the CMS
tasks are executed.

The SI comprises multiple interconnected HTCondor pools [372], as shown in figure 139,
redundantly deployed at CERN and FNAL in order to ensure a high-availability service. The main
component of the SI, the Global Pool, obtains the majority of its resources via the submission of pilot
jobs to WLCG [328] and open science grid (OSG) sites. However, locally instantiated processing
nodes via, for example, DODAS [373] or BOINC [374], as well as opportunistic resources, such
as the HLT filter farm [276] when not in use for data taking, can also be employed. As described
in section 12.7.1, the SI computing capacity has recently expanded into HPC facilities which are
integrated as part of the Global or HEPCloud pools. CERN on-site CMS resources, along with
opportunistic local (BEER [375]) and cloud [376, 377] computing slots, are organized into a third
HTCondor pool, built on a dedicated set of hosts to isolate it from potential issues in the main Global
Pool, given its critical role in supporting Tier 0 tasks during data-taking periods. Specialized nodes
known as “schedds” control workload submission. While being primarily attached to one “pool”,
these schedds can interact with other federated pools, requesting additional resources when demands
are not covered in the primary pool, as indicated in figure 139.

The SI can leverage any grid, cloud, HPC, or opportunistic resource available to CMS, which in
total have tripled in size over the last five years, currently amounting to around 400k CPU cores.
The Global Pool matches diverse CMS workloads, which include single-core as well as multicore

– 204 –



2
0
2
4
 
J
I
N
S
T
 
1
9
 
P
0
5
0
6
4

 
CERN
Pool

 
Global
Pool

 
HEPCloud
Pool

CRAB
schedds

WMAgent
schedds

CERN

WLCG

HEPCloud

BOINC

DODAS

WMAgent 
T0 

schedds

  External
CMS 

schedds

WMAgent
schedds

HLT

BEER

HPC/Cloud/Other

 
Volunteer
Pool

 
External
Pool

CERN

CERN

FNAL

OSG

flock

submit

Collector
Negotiator

Collector
Negotiator(x3)

Collector
Negotiator

Collector
Negotiator

Collector
Negotiator

Figure 139. Schematic diagram of the submission infrastructure, including multiple distributed central
processing and production (WMAgent) and analysis (CRAB) job submission agents (schedds). Reproduced
from [372]. CC BY 4.0. Computing resources allocated from diverse origins (green boxes) are grouped into
HTCondor pools (gray boxes), federated via workload flocking. The collector and negotiator agents (yellow
boxes) keep the state of each pool and perform the workload-to-resource matchmaking.

requests [378] to these resources. A successful scheduling is achieved by simultaneously ensuring
that all available resources are efficiently used [379], a fair share of resources between users is
reached, and the completion of CMS tasks follows their prioritization, minimizing job failures and
manual intervention. While the SI typically manages 100k to 150k simultaneously executing tasks,
recent scalability tests [380] have demonstrated the capacity of the infrastructure to sustain in excess
of half a million concurrently running jobs.

12.8.4 Workload management system

The CMS production WMS, based on the WMCore framework, comprises many services, including
WMAgent, the most important and complex system in this architecture. It is a stateful software,
responsible for the work splitting, event and data bookkeeping, job management and submission,
while interfacing with the data management tools for global data bookkeeping and grid data transfers.
The WMAgent system is tightly coupled to the schedds in the SI, enabling it to make use of the Global
Pool resources, handling thousands of requests in parallel and enforcing the workflow prioritization.
Other components in the production WMS include the WMStats system, responsible for the workflow
and job monitoring, and providing logging and recovery features, and the request manager, which
manages and stores workflow descriptions, submitting workloads for processing on grid resources.
A suite of “Microservices” has been developed to perform very specific tasks such as automatic
input and output data placement, monitoring, and cleanup of the data used in central production.
The introduction of Microservices has resulted in multiple features of the system being automated,
thus reducing the required operational effort.
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12.8.5 Distributed analysis

For CMS scientists, a dedicated tool known as CMS remote analysis builder (CRAB) has been
available since the start of Run 1, to manage the submission on the grid of data analysis applications
or small-scale productions of data samples that are not centrally managed. CRAB offers the same
functionalities as originally planned [1]. Users interact with a thin client running inside the CMSSW
environment, which packs the user analysis environment into a sandbox and uploads it together with
a configuration file to a central, database-centric service hosted in the CMSWeb services framework
described in section 12.8.7. Centralized components run either as Docker containers, or under the
control of HTCondor [370] or DAGMan [381]. These components handle preparation, execution,
bookkeeping, error recovery, monitoring, and output delivery for the user application. CRAB has
been continuously improved to provide increased automation and scaling, leaner operations, better
error recovery, access to data archived on tape and integration with the Rucio data management
system, while keeping the same basic interface for the user. For users needing a simpler, more
interactive service to access resources from the Global Pool to make histograms, for example, the
CMS Connect [382] service is available as an alternative to CRAB.

12.8.6 DBS database

The data bookkeeping service (DBS) is a catalog holding event metadata for all simulated and
experimental data processed and stored by the CMS experiment. DBS contains all necessary
information for tracking the data sets, including provenance information, processing history and
parentage relationships between files and data sets. DBS is used by all computing jobs in CMS. The
current version (version 3) was completely redesigned and reimplemented following a project review
in 2009, in order to better fit the evolved CMS data processing model, to better integrate with the
evolved CMS data management and workflow management (DMWM) projects, and to ensure a higher
scalability. DBS3 is implemented as a Python-based web service using a standardized architecture
provided by the CMS DMWM project. Client-server communication in combination with thin client
APIs using the JSON format as a lightweight replacement of XML-RPC led to better scalability. In
addition, the database schema has been streamlined and fine-tuned in order to avoid both excessive
table joins, reduce query latency, and improve server stability, which enhance data accessibility.

The data aggregation system (DAS) [383] provides access to distributed CMS metadata via a
common query language (QL). Users may access DBS, Rucio and other metadata sources by placing
simple QL queries without prior knowledge of service APIs, database schemas, and implementation
or location of the services.

12.8.7 Web services and security

In order to guarantee successful data taking, CMS uses a series of web applications, which perform
various tasks related to job submission, job monitoring and bookkeeping, and the location of the
data sets. These services are provided and maintained by several teams and centrally deployed under
the umbrella CMSWeb.

To achieve optimal resource utilization and high availability, the services have been containerized
and are now being deployed in a Kubernetes cluster [384]. Detailed monitoring, for all the services
and the nodes they run on, has been built on top, using the central CMS computing monitoring
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tools. Authorization and authentication (A&A) is also being offered as a service in the CMSWeb
cluster. Currently, A&A is using X509 certificates, but is rapidly migrating to authentication tokens,
following the shift to the OAuth standard initiated by the WLCG. This migration should take place
by 2024, according to current plans [385].

Security is a very important aspect of web services. A great effort is required to stay up-to-date
with the latest security recommendations. The web services and security teams work closely with
the CERN IT security team, following up vulnerabilities. In a joint effort, proactive penetration tests
are organized several times a year to discover potential issues ahead of time and to ensure that the
infrastructure remains safe. As part of improving security, the logs of all the CMSWeb services are now
pushed to the security operations center (SOC), which analyses them and identifies possible threats.

12.8.8 Monitoring and analytics

A scalable and reliable monitoring system is required to ensure efficient operation of the CMS
distributed computing services, and to provide comprehensive measurements of the system perfor-
mance. Metrics such as wall-time consumption of computing resources, memory, CPU, storage
usage, and data access patterns are monitored to study the evolution of the performance over time
and allow for in-depth analyses of the main system parameters.

The main components of the CMS monitoring infrastructure are presented in ref. [386]. CMS
relies on central CERN [387] and dedicated CMS monitoring infrastructures. The former, supported
by the CERN IT department, is used extensively to store data from CMS computing subsystems,
such as HTCondor, submission infrastructure, CMSWeb user activities, analysis and production
workflows coming from the WMAgent and CRAB job submission tools, and data-transfer and
storage information from Rucio. The status of all CMS computing systems is monitored in real time
using predefined views and dashboards.

The dedicated CMS monitoring infrastructure is composed of several Kubernetes clusters. It is
mostly used to monitor computing nodes and services, and to provide additional features such as a
sophisticated alert and notification system, data aggregation, annotations, and automation of several
workflows. Several hundred nodes and services are monitored, and a fault-tolerant infrastructure is
provided with minimal operational and maintenance effort.

13 Summary

Since the beginning of the LHC operation in 2009, the CMS detector has undergone a number of
changes and upgrades, adapting the experiment to operating conditions at luminosities well beyond
the original design. In 2022, the LHC Run 3 began and CMS successfully recorded its first 40 fb−1

of proton-proton data at a center-of-mass energy of 13.6 TeV with an operation efficiency of 92%.
This paper describes the modifications, as installed and commissioned for LHC Run 3.

The upgraded pixel tracking detector was installed in early 2017. In the new detector, the
number of barrel layers was increased from three to four, and the number of disks in each endcap
from two to three, whereas the material budget was reduced, leading to a better tracking performance
up to an absolute pseudorapidity of 3.0 for pixel tracks. The upgrade also involved a new readout
chip enabling increased hit detection efficiencies at higher occupancy.
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In the electromagnetic calorimeter, measures were taken to improve the monitoring and
calibration of effects caused by irradiation, leading to a loss in the PbWO4 crystal transparency
and an increase of the leakage current in the avalanche photodiodes. In the second long shutdown
(LS2) the calibration algorithms were refined to identify and remove spurious spike signals and to
determine time-dependent correction factors for the laser monitoring system.

The upgrade of the hadron calorimeter included new readout electronics with finer granularity,
leading to an increase in the number of channels and longitudinal segmentation. The previous
generation of photosensors was replaced by silicon photomultipliers, which measure the scintillator
light output with a better signal-to-noise ratio.

In the muon system, a gas electron multiplier (GEM) detector, consisting of four gas gaps
separated by three GEM foils, was added in the endcaps. The other subsystems, drift tubes (DT),
cathode strip chambers (CSC), and resistive-plate chambers (RPC), underwent several upgrades. In
the DT, the muon trigger logic was replaced by a new data concentrator based on 𝜇TCA architecture.
The top of CMS was covered with a neutron shield to reduce the background in the top external DT
chambers. An outer ring of CSCs (ME4/2) was added in LS1, and in view of the High-Luminosity
LHC, the bulk of the CSC electronics upgrades that required chamber access were performed already
during LS2. An outer rings of the RPC chambers in station four (RE4/2 and RE4/3) were added as
well. The endcap muon track finder of the L1 trigger was upgraded to utilize GEM-CSC joint track
segments to optimize the final track reconstruction and resolution at the trigger level.

The precision proton spectrometer was upgraded significantly. Its tracker radiation-damaged
sensors and chips were replaced. The mechanics of the detector, as well as the front-end electronics,
were completely redesigned to add a novel internal motion system designed to mitigate the effects
of radiation damage. In the timing system a second station was installed in each arm. All detector
modules were replaced by new double-diamond modules with the aim of further improving the
timing resolution.

In the beam radiation instrumentation and luminosity system, new versions of the pixel
luminosity telescope (PLT), the fast beam conditions monitor (BCM1F), and the beam conditions
monitor for losses (BCML) were installed for Run 3.

To cope with increasing instantaneous luminosities, the CMS data acquisition (DAQ) system
underwent multiple upgrades. The backend technology was gradually moved to the more powerful
𝜇TCA standard. A new optical readout link with a higher bandwidth of 10 Gb/s was developed. The
bulk of the DAQ system downstream from the custom readout benefited from advances in technology
to achieve a much more compact design, while doubling the event building bandwidth.

The first level (L1) trigger, composed of custom hardware processors, uses information from the
calorimeters and muon detectors to select events at a rate of up to 110 kHz within a fixed latency of
about 4 𝜇s. The developments in the L1 trigger mostly focused on the addition of dedicated triggers
that became possible due to enhanced capabilities of the global trigger logic and increased trigger
information delivered by the calorimeters and muon systems. Among other applications, new triggers
for long-lived particle signatures were implemented. The addition of a 40 MHz scouting system that
receives data from both the calorimeter and muon systems, further broadens the physics reach of CMS.

The high-level trigger (HLT) performs the second stage of event filtering and accepts events at a
sustained rate of the order of 5 kHz. Since Run 3 began, an additional 30 kHz of HLT scouting data
is recorded. Since 2016, the HLT has been operated using multithreaded event processing software,
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minimizing memory requirements through reduction of the number of processes concurrently
running. For Run 3, GPUs were successfully deployed in the HLT.

Substantial improvements were achieved in the physics performance and speed of the software,
as well as in the computing infrastructure. Some of the major changes are: support for multithreaded
processes and utilization of GPUs; direct remote data access; and usage of high-performance
computing centers. New tools such as Rucio for data management were adopted with future data
rates in mind. Considerable effort was put into the automation of the workflows and the validation
of the software. Physics analyses have been moved to smaller and smaller formats for centrally
produced and experiment-wide shared data samples, the most recent of which is the NanoAOD.

The development of the CMS detector, as described in this paper, constitutes a solid basis for
future data taking.
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