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We measured the nuclear dependence of the di-pion azimuthal correlation function in deep-inelastic scattering
(DIS) using the CEBAF Large Acceptance Spectrometer and a 5 GeV electron beam. As the nuclear-target size
increases, transitioning from deuterium to carbon, iron, and lead, the correlation function broadens monoton-
ically. Its shape exhibits a significant dependence on kinematics, including the transverse momentum of the
pions and the difference in their rapidity. None of the various Monte Carlo event generators we evaluated
could fully replicate the observed correlation functions and nuclear effects throughout the entire phase space.
As the first study of its kind in DIS experiments, this research provides an important baseline for enhancing our
understanding of the interplay between the nuclear medium and the hadronization process in these reactions.

DOI: 10.1103/PhysRevC.111.035201

I. INTRODUCTION

Understanding the complex dynamics of hadron produc-
tion remains a frontier in the study of quantum chromodynam-
ics (QCD) within nuclei. At the heart of this understanding
are two crucial questions, as outlined in Ref. [1]. First, how
are different hadrons produced in a single scattering event
correlated with each other? Second, how does the process
of hadronization manifest within a nucleus? To address these
questions, detailed studies are crucial for understanding the
relative importance of different effects and for determining
key parameters, including hadron formation time, transport
properties of nuclei, and the spatial and momentum distribu-
tions of quarks and gluons in the nucleus [2].

The study of hadron production in electron scattering off
nuclei was notably advanced by HERMES measurements
[3–7], which have been expanded by CLAS measurements
[8–11]. However, these single-hadron measurements lack
sufficient constraining power to clearly differentiate among
various models, which encompass concepts such as gluon
bremsstrahlung, prehadron states, intranuclear rescattering of
hadrons, absorption, or combinations thereof [2].

Dihadron measurements have led to significant advance-
ments, introducing new kinematic variables such as rapidity

difference, which can help constrain the space-time structure
of hadronization [12–14]. The HERMES experiment first re-
ported a comparison of the yields of hadron pairs produced in
scattering off nuclei with those off deuterium [15]. Our recent
results [11] have expanded upon these findings, revealing a
significant nuclear dependence of the azimuthal separation of
the pion pair.

In this work, we extend our previous research by intro-
ducing, for the first time in the realm of DIS experiments,
dihadron angular correlation function measurements. Such
measurements have been widely used in hadro-production
experiments for the exploration of both cold and hot QCD
matter, e.g., Refs. [16–19]. The di-pion correlation function
is defined as:

C(�φ) = C0 × 1

Ne′π+

dNe′π+π− (�φ)

d�φ
, (1)

where Ne′π+ is the number of DIS events with a π+ in the final
state, Ne′π+π− (�φ) refers to the number of π+π− pairs that
have an azimuthal-angle separation �φ (that is, the angle be-
tween the plane containing the direction of one of the hadrons
and that of the virtual photon, and the plane containing the
other hadron’s direction and the virtual photon’s direction, see
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FIG. 1. Diagram illustrating di-pion production in a nucleus.
Top: Side-view, illustrating that the momentum-transfer axis is used
to define the azimuthal separation, �φ. Bottom: Same reaction, as
viewed from the direction of the momentum transfer. The shaded
area represents the correlation function as a distribution in �φ, and
the RMS width, σ , of this distribution (red).

Fig. 1), and C0 is a normalization factor, which is defined as:

C0 = ND
e′π+

ND,tot
e′π+π−

, (2)

where the superscript D indicates that this value is being eval-
uated for the deuterium target. The same normalization factor,
C0, is applied to the nuclear data as well. The superscript “tot”
in the denominator indicates that this is integrated over the full
range in �φ.

We determine C(�φ) across intervals of three variables,
starting with the rapidity difference between the two pions,
�Y = Y1 − Y2, where rapidity is defined as:

Yh = 1

2
ln

Eh + pz,h

Eh − pz,h
. (3)

Here, pz,h denotes the hadron momentum along the γ ∗ di-
rection and Eh its energy. The other binning variables are
the transverse momentum of the leading pion, pT

1 , and the
subleading pion, pT

2 , relative to γ ∗. We chose these three
variables in particular because they are independent of boosts
and rotations along the γ ∗ direction.

Additionally, we present three types of quantities de-
rived from the correlation functions, namely the nuclear-
to-deuterium ratio of the correlation functions, R(�φ) =
CA(�φ)/CD(�φ) (where CA and CD are the correlation func-
tions for a nuclear target and deuterium, respectively), the

RMS width, σ , of C(�φ) around �φ = π , and the broaden-
ing, b, which is defined as:

b =
√

σ 2
A − σ 2

D, (4)

where σA and σD represent the RMS widths of the correlation
functions for the nuclear and deuterium targets. This variable
is anticipated to be sensitive to multiple scattering within
nuclei, serving as an important probe for a variety of effects
[20–26].

We detail the experimental setup and event selection in
Sec. II, discuss the systematic uncertainties in Sec. III, present
the results in Sec. IV, and conclude in Sec. V.

II. EXPERIMENTAL METHOD

This study follows methods used in Refs. [9,11], using
the same dataset collected with the CLAS detector [27] and
a 5.014 GeV electron beam. A dual-target system [28] si-
multaneously exposed a liquid-deuterium cryotarget and solid
targets (carbon, iron, or lead) to the beam. The data used in
this work were taken in 2004, during the “EG2” run period.
CLAS was a sixfold symmetric spectrometer that included
drift chambers, time-of-flight (TOF) scintillation counters,
gas Cherenkov counters, and an electromagnetic calorimeter.
Its polar angular acceptance ranged from 8◦–140◦ for the
drift chambers and TOF, and from 8◦–45◦ for the Cherenkov
counters and calorimeter. The drift chambers functioned in
a toroidal magnetic field up to 2 Tm, where the magnet’s
polarity made negative particles bend toward the beam pipe.
The resulting resolutions for charged particles were σp/p +
0.5% for the momentum, 2 mrad for the polar angle, and 4
mrad for the azimuthal angle.

Electrons were identified by matching negatively charged
tracks from the drift chambers with hits in the TOF, the
Cherenkov counter, and the calorimeter. Background suppres-
sion of π− to negligible levels was achieved by using the
Cherenkov counter, the calorimeter, and the track momentum.
Additionally, a fiducial selection based on drift chamber and
calorimeter coordinate measurements was applied to the an-
gle and momentum of the electrons, minimizing acceptance
variations and energy leakage. Charged pions were identified
by matching tracks from the drift chambers to hits in the TOF
system.

Fiducial selection criteria based on the pion laboratory-
frame momentum, p, and polar angle, θ , were applied:
for π+ we required 10◦ < θ < 120◦. For π−, we required
p > 700 MeV for 25◦ < θ < 30◦, p > 500 MeV for 30◦ <

θ < 40◦, and p > 350 MeV for θ > 40◦. The stricter selec-
tion criteria for π− reflect the decreased acceptance due to
the toroidal field configuration that was used, which bent
negatively charged particles towards the beam line. This ap-
proach, more restrictive than our prior double-ratio analysis
[11], aims to define a smoothly varying acceptance to better
manage systematic uncertainties of the estimated correlation
function.

The trigger system selected events with at least one
electron candidate with p > 500 MeV. Event selection was
further refined offline, focusing on events with Q2 > 1 GeV2,
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W > 2 GeV, and y < 0.85. Here, Q2 represents the square
of the transferred four-momentum; W is the invariant mass
of the photon-nucleon system; and y = ν/E , where ν is the
transferred energy in the target rest frame and E is the beam
energy.

We selected events with a positively charged pion with an
energy fraction z ≡ Eh/ν > 0.5; we refer to this as the leading
pion.1 We then measured all negatively charged pions with
z > 0.05 in events containing a leading pion, which we term
subleading pions.2

To further reduce contamination from protons misidenti-
fied as π+s, we required that the sum of the magnitudes of
the hadron momenta be less than the energy transfer3 (i.e.,
|p1| + |p2| < ν). We also required pT > 250 MeV for each
pion to mitigate the impact of acceptance effects with respect
to �φ.

Particles arising from scattering off either the deuterium
or nuclear targets were selected using the longitudinal vertex
position. The resulting vertex resolution ensured negligible
ambiguity in target assignment [9,11].

In all, there were 449k, 206k, 257k, and 877k events with
a leading π+ in the final event selection for the D, C, Fe, and
Pb targets, respectively. The number of π+π− pairs for these
targets were, respectively, 27.0k, 10.9k, 11.2k, and 3.74k.

To obtain the correlation functions, we first divided the
pion-pair sample into eight bins of equal width in |�φ|, rang-
ing from 0 to π ,4 and counted the number of pairs in each bin,
Ni

e′π+π− , where i is the bin number, as well as the total number
of events with an electron and a leading pion Ne′π+ .

Prior to corrections and normalization, the correlation
function for the ith bin is given by

Ci
uncorr = Ni

e′π+π−

Ne′π+
, (5)

where Ni
e′π+π− is the number of pairs in the ith bin and Ne′π+

is the number of leading pions.
The first correction we applied was for scattering off the

15 µm-thick aluminum cryotarget walls, which accounts for
2.5% of the deuterium sample. This percentage was deter-
mined using data from an empty target and methodologies

1The z > 0.5 requirement, following Refs. [11,15], ensures that the
leading pion is uniquely defined.

2The reason for selecting events with a leading π+ and subleading
π−, rather than leading π− and subleading π+, is that the statistics
for the latter in our data sample are much smaller and therefore ill
suited for a multidimensional binned analysis.

3The justification for this, as given in Ref. [11], is that the sum of
the energies of the hadrons produced in a reaction cannot exceed ν.
For knocked-out nucleons, only the kinetic energy counts towards
this sum, since their rest energy is removed from the residual nuclear
system. This allows the knocked-out protons to have larger momenta
than the pions for a given ν. However, this cut is not effective against
protons from fragmentation.

4We used the absolute value, |�φ|, instead of �φ, because we
expect the values of the correlation function to be the same for both
positive and negative values of �φ.

from Refs. [9,11]. We then corrected the deuterium correla-
tion function by estimating the aluminum correlation function
through interpolation from the measured carbon and iron
correlation functions.5 The corrected value of the deuterium
correlation function was then

Ci
D,cryo−corr = Ci

D,uncorr − 0.025
(
Ci

C,uncorr + Ci
Fe,uncorr

)/
2,

(6)
where the D, C, and Fe in the subscript refers to the target type.
In the above procedure, we assumed that the correlation func-
tion for aluminum is halfway between carbon and iron. The
correlation functions for the nuclear targets are unchanged at
this stage:

Ci
A,cryo−corr = Ci

A,uncorr, (7)

where the subscript A indicates any nuclear target.
To determine correction factors arising from pair accep-

tance, we used a data-driven mixed-events method. This
approach involved pairing the electron and leading pion from
a single event with the subleading pion from various events
within the same sample. By construction, this test sample
exhibited no inherent physical correlation between the two
pions, except for those correlations induced by detector ac-
ceptance effects. We determined the number of mixed events
in each bin Ni,mixed

e′π+π− in |�φ|, and defined our correction factor
for each bin to be

Mi = Ni,mixed
e′π+π−∑nbins

j=1 N j,mixed
e′π+π− /nbins

, (8)

where nbins is the number of bins (8) in |�φ|. The correction
factor Mi for each bin was calculated using the deuterium
sample and was uniformly applied across all targets,6 using

Ci
acc−corr = Ci

cryo−corr/Mi. (9)

The final step in determining the correlation functions was
normalization with respect to the deuterium measurement.
The final, normalized correlation functions were then

Ci = Ci
acc−corr

2π
nbins

∑nbins
j=1 C j

D,acc−corr

. (10)

We then calculated the ratios for each bin, i, as

Ri
A = Ci

A/Ci
D. (11)

where the subscripts A and D represent nuclear and deuterium
measurements, respectively. We determined the RMS widths,
σ , as

σ =
√∑nbins

i=1 Ci(�φi − π )2∑nbins
i=1 Ci

, (12)

5In principle, the correlation function for aluminum could have
been determined from the empty-target run; however, the statistical
precision would be very poor in that case.

6We used deuterium to determine the correction factor for all four
targets because the efficiency of detecting a pair of particles should
not depend on the type of target the particles originated from, and the
deuterium dataset had the smallest statistical uncertainty of the four
targets’ datasets.
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where �φi is the central value of �φ in the ith bin, and used
Eq. (4) to determine the broadening, b.

III. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties in this measurement arise
from procedures such as particle identification, target iden-
tification, event selection, as well as from pair-acceptance
effects. To estimate these uncertainties, we conducted a series
of data-driven and simulation studies. Some of these involved
using the PYTHIA 6.319 Monte Carlo (MC) event generator
[29] and the GSIM package [30], based on GEANT3 [31], to
accurately simulate the CLAS detector response, including the
dual-target configuration [28]. This MC was previously used
in Refs. [9,11], and provides a realistic detector description
and a physics model which was tuned to provide a reasonable
approximation of the data.

A. Particle misidentification

To estimate the effect of misidentification of charged-pion
candidates, simulations with a deuterium target were con-
ducted. We define the misidentification rate as

fmisid(bin) = Nmisid(bin)/Ntot (bin), (13)

where Ntot is the total number of di-pion events that pass our
event-selection criteria in a given kinematic bin, and Nmisid

is the number of those events in which one of the particles
identified by the event reconstruction as a charged pion is
actually something else (kaon, proton, etc.). We note that the
timing resolution of the TOF in this simulation matches that
of the data, which is necessary for an accurate estimation of
the misidentification rates. No misidentification of subleading
π− was observed, but some kaons and protons were wrongly
identified as leading π+. Contamination rates were generally
low (median 0.8%), but higher (up to 14.4%) in bins with
fewer true π+π− pairs.

The nuclear targets are expected to have different ratios of
the cross sections for producing background particles (kaons
and protons) to those of our signal particles (charged pions)
than for deuterium. We used the GIBUU model [32] to estimate
the difference in these cross-section ratios, allowing us to
scale our estimates of the contamination rates for nuclear tar-
gets. We did this by scaling the estimated contamination rate
for kaons (protons) in deuterium by the double ratio of kaons
(protons) per pion in the nuclear targets to that of deuterium.
The estimated numbers of protons and kaons are up to 2–3
times higher for lead than for deuterium.

Estimated contamination rates, fmisid, were propagated as
relative uncertainties in the correlation functions. For derived
observables, uncertainties were accounted for by recalculating
these observables with the estimated contamination subtracted
from the correlation function (i.e., substituting C(�φ) with
C(�φ)[1 − fmisid(�φ)]) and then taking the difference in
these observables from the nominal values. Explicitly,

�R(�φ) = CA(�φ)[1 − fmisid,A(�φ)]

CD(�φ)[1 − fmisid,D(�φ)]
− CA(�φ)

CD(�φ)
, (14)

where the subscript A or D represents the quantity being
evaluated for the nuclear or deuterium target,

�σ =
√∑

i Ci(1 − fi,misid )(�φi − π )2∑
i Ci(1 − fi,misid)

−
√∑

i Ci(�φi − π )2∑
i Ci

, (15)

and

�b =

√√√√√√√√√

∑
i Ci

A

(
1 − f A

i,misid

)
(�φi − π )2∑

i CA
i

(
1 − f A

i,misid

)
−

∑
i CD

i

(
1 − f D

i,misid

)
(�φi − π )2∑

i CD
i

(
1 − f D

i,misid

)

−
√∑

i CA
i (�φi − π )2∑

i CA
i

−
∑

i CD
i (�φi − π )2∑

i CD
i

. (16)

The values of these uncertainties varied by target and kine-
matic bin, with the largest uncertainty being 21.5% for R,
3.0% for σ , and 8.9% for b.

B. Pair acceptance

Because of the way the correlation functions are normal-
ized [see Eq. (10)], they are insensitive to variations in the
overall efficiency (that is, the combined effects of geomet-
ric acceptance and detector efficiency) that would affect all
kinematic bins by the same factor, and are instead sensitive to
relative bin-by-bin variations of the efficiency. Systematic un-
certainties, stemming from pair acceptance affecting C(�φ),
were estimated using two methods.

In the first method, we used MC simulations. For each bin
in �φ, we calculated the overall efficiency (which includes
both geometric acceptance effects and detector efficiency ef-
fects within the acceptance) by taking the ratio of the number
of simulated events in which all three particles (e, π+, and
π−) were reconstructed and pass event-selection cuts to the
total number of generated events with an e, a π+, and a π−
in that �φ bin. We then took the mean and standard deviation
of these bin-by-bin efficiencies. The systematic uncertainty of
the correlation function from this method was then the ratio of
the standard deviation to the mean value, yielding 3.6%.

The second method involved the mixed-event method that
we used for correcting our data. The systematic uncertainty
from this method was the standard deviation of the values of
M(�φ) over all �φ bins, yielding 6.2%. Conservatively, we
used the larger of these two estimates.

The difference in the acceptance between different targets
was evaluated to be ≈2% in the context of an earlier analysis
[11], which is much smaller than our estimate of bin-by-bin
variations in the acceptance. Therefore, we used the same
value for the uncertainty for each target. To further verify
the pair-acceptance corrections, we reassessed our M(�φ)
estimates while requiring that events only be mixed together
with events that have similar Q2 and x values. This additional
requirement had a negligible impact on the results.
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For R, there is some partial cancellation of the pair ac-
ceptance from target to target, and we estimated a residual
2% uncertainty, as was determined in the context of an ear-
lier analysis [11]. To propagate uncertainties to σ and b, we
employed a numerical pseudosample method with bin-by-bin
variations and recalculated the observables. This approach
determined the systematic uncertainty for σ across each target
and kinematic bin to be between 0.9–1.4 %. For b, this resulted
in a standard deviation of 1.4%, which we adopted as the
uncertainty for all targets and kinematic bins.

C. Event selection

To assess the impact of the event-selection cuts, we revis-
ited our data with various cut values, as outlined in Ref. [11],
focusing on electron, pion, and vertex selection. Only al-
terations to the minimum pT cut significantly affected our
results. The systematic uncertainty on C was calculated as

�C

C
=

√√√√ 1

NvarNtargets

∑
var

∑
targets

(
Cnom − Cvar

Cnom

)2

, (17)

where the subscript “nom” refers to the nominal cuts (pT >

250 MeV), “var” refers to the variants of the cuts (pT >

230 MeV for the looser variant, and pT > 270 MeV for the
tighter variant), Nvar is the number of cut variations (2), and
Ntargets is the number of targets (4). We calculated the uncer-
tainties of R, σ , and b by replacing C in Eq. (17) with R, σ

or b, and setting Ntargets to 3 for R and b (since we only eval-
uate those observables for the nuclear targets). The relative
systematic uncertainties were up to 11.4% for the correlation
function and up to 21.5% for the nuclear-to-deuterium ratio,
with median values of 3.2% and 1.4%, respectively. For σ

(b), the relative systematic uncertainty from event-selection
cuts was in the range 0.9% –2.5% (0.3%–3.8%). These uncer-
tainties were calculated for each kinematic bin, with identical
values applied across all targets.

D. Finite bin width

The use of binned data is a source of a systematic error
for σ , due to variations within each bin. We assessed this by
analyzing unbinned toy Gaussian distributions with varying
standard deviations, comparing RMS values from the binned
distributions, that is,

σbinned =
√√√√ 1

Ntot

∑
j∈bins

Nj
(
�φbin−center

j − π
)2

, (18)

to those from the unbinned distributions, i.e.,

σunbinned =
√

1

Ntot

∑
i∈events

(�φi − π )2. (19)

Here, Ntot is the total number of events in the toy distribution,
Nj is the number of events in the jth bin, �φbin−center

j is the
central value of �φ in that bin. In the unbinned case, the
sum is over all events, and �φi is the value of �φ in the ith
event. We then determined the average discrepancy between
the binned and unbinned values, and found that this average
discrepancy depended on the width of the distribution (with a
larger discrepancy for distributions with smaller widths rela-
tive to the width of a bin). We then ran a fit of these average
discrepancies as a function of the original distribution’s width.
Since we did not make any assumption about the shape of the
distributions in our data, we took as our uncertainty the esti-
mated value of this offset determined for Gaussian functions.
We found that for values of σ comparable to those measured
in our analysis, the resulting value of the uncertainty is up to
1.4%.

For the broadenings, we did a similar analysis with pairs
of toy distributions with different widths (with the narrower
distribution acting as a proxy for the deuterium correlation
function and the wider acting as a proxy for the nuclear
correlation function). The broadenings of these pairs were
the quadrature difference between the widths in the pair of
distributions. For each pair of distributions, we also calculated

TABLE I. Summary of the statistical and systematic uncertainties of the correlation functions of deuterium (D) and nuclear targets (A).
These include uncertainties for the ratio R = CA/CD and the correlation of systematic uncertainties between D and A targets. Uncertainties are
categorized as point-to-point (p2p), affecting each bin differently (with possible bin correlations), and normalization (norm), impacting all bins
uniformly. The column marked corr. A vs D indicates whether or not the systematic uncertainties for the nuclear measurement and that of the
deuterium measurement are correlated.

Source �C/C (D) �C/C (A) Type �R/R Corr. A vs D

Statistics 1.1–38.8% 1.8–43.8% p2p 2.2–52.7% N
Particle misid. 0–14.3% 0–32.7% p2p 0–21.5% Y
Pair acceptance 6.2% 6.2% p2p 2.0% Y
Event selection 0.2–11.4% 0.2–11.4% p2p 0.1–21.5% Y
Cryotarget walls 0.1–2.6% – p2p 0.1–2.6% –
Cryotarget walls (renorm) – 0.6–0.8% norm 0.6–0.8% –
Bin migration negligible negligible – negligible –
Luminosity negligible negligible – negligible –
Time-dependent effects negligible negligible – negligible –
Trigger efficiency negligible negligible – negligible –
Syst. subtotal 6.2–16.5% 6.3–33.7% – 2.1–22.2% Y
Total 6.4–40.1% 6.7–47.9% – 3.1–53.1% Y
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TABLE II. Summary of statistical and systematic uncertainties for widths and broadenings, detailed separately for deuterium (D) and
nuclear targets (A). The third column indicates whether the uncertainties for σ in the D and A targets are correlated with one another.

Source �σ/σ (D) �σ/σ (A) Corr. D vs A �b/b

Statistics 0.4–2.5% 0.6–4.9% N 2.7–14.1%
Particle misid. 0.1–0.8% 0–3.0% Y 0.3–8.9%
Pair acceptance 1.0–1.4% 0.9–1.2% Y 1.4%
Event selection 0.9–2.5% 0.9–2.5% Y 0.3–3.8%
Finite bin width 0.1–1.4% 0–0.7% Y 0.4–0.7%
Cryotarget walls 0–0.1% – N 0–0.2%
Bin migration negligible negligible – negligible
Luminosity negligible negligible – negligible
Time-dependent effects negligible negligible – negligible
Trigger efficiency negligible negligible – negligible
Syst. subtotal 1.9–3.2% 2.0–3.7% Y 2.4–9.2%
Total 2.0–3.8% 2.2–5.4% Y 4.5–14.8%

the broadenings using the binned RMS widths of the dis-
tributions. The average discrepancy between the broadening
obtained with the binned and unbinned methods was small,
about 3 mrad. Again, since we do not make an assumption
about the shapes of the distributions in our data, we assigned
this value as the systematic uncertainty on the broadening
for every target and kinematic bin. For the values of b we
determined in this work, this systematic uncertainty is about
0.4%–0.7% of the measured values of b.

E. Cryotarget walls

To account for background events in our event sample
stemming from scattering off the aluminum cryotarget walls,
we used the method described in Sec. II. We assumed that
the correlation function for aluminum is halfway between
those of carbon and iron, however this introduces some small
systematic uncertainty,

�CD = fAl

√
(�CC )2

stat + (�CFe)2
stat + (CC − CFe)2/2, (20)

where the first two terms arise from the statistical uncertainty
for the carbon and iron correlation functions, respectively, and
the last term accounts for the uncertainty on the interpolation
itself. This yields a 0.1%–2.6% uncertainty on the correlation
function for deuterium, depending on the bin. Since this cor-
rection to the deuterium correlation affects the normalization
factor being used, it also indirectly affects the nuclear-target
data as well, resulting in a 0.6%–0.8% scale uncertainty in
the correlation functions. The systematic uncertainty of R
includes both the systematic uncertainty from the shape of the
deuterium correlation function (which is correlated between
nuclei) and the normalization uncertainty from the nuclear
targets. The estimated systematic uncertainty was up to 0.1%
for σ and up to 0.2% for b.

F. Other sources of systematic uncertainty

We found through simulations that the detector resolution’s
effect on bin migration is negligible, as the resolutions in our
binning variables are significantly smaller than the smallest
bins.

Additionally, luminosity and trigger efficiency do not con-
tribute to the systematic uncertainty of the correlation function

as these affect the numerator and denominator of Eq. (1)
equally. Also, time-dependent effects were found to be neg-
ligible, evidenced by consistent results for the correlation
functions (within statistical uncertainties) across three subdi-
visions of the deuterium target’s total run period.

We also compared the values of the correlation function
for every bin at �φ with the one at 2π − �φ, and found the
difference between the two to be negligible (as expected from
symmetry considerations).

The effect of misidentifying other particles7 as scattered
electrons was investigated in the context of previous measure-
ments from the same dataset (such as Refs. [9,11]), and found
to be negligible. Likewise, radiative effects were also found to
be negligible in the context of those measurements.

G. Summary of systematic uncertainties

We summarize the statistical and systematic uncertain-
ties from the various sources described above in Table I for
the correlation functions and their nuclear-to-deuterium ra-
tios, and in Table II for the widths and broadenings. Unless
specified, each systematic uncertainty is estimated to vary
point-to-point between bins. Notably, some bins have system-
atic uncertainties significantly larger than others. The median
uncertainty per bin, which is 7.4% (7.3%) for C(�φ) for A
(D), 2.7% for R, 2.5% (2.4%) for σ for A (D), and 3.6%
for b.

IV. RESULTS

The top panel of Fig. 2 shows C(�φ),8 integrated over
di-pion kinematics with pT > 250 MeV for both pions. The
functions peak around �φ = π , a consequence of momentum

7Such as the e− from background lepton pairs or π− identified as
electrons.

8We note that we measured the correlation functions and ratios as
a function of |�φ| in the range of 0–π . For illustration purposes we
show this as a function of �φ, ranging from 0–2π by showing the
values for 0 < �φ < π , and shifting the points at −π < �φ < 0 by
2π , so that they are from π < �φ < 2π instead.
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FIG. 2. Top: Correlation functions for all four targets. Bottom:
Ratio of nuclear target correlations to deuterium. Data points are
slightly shifted horizontally for clarity. Data are compared to cal-
culations from the GIBUU model, shown as curves with widths
representing the statistical precision of the GIBUU simulation. The in-
ner error bars indicate statistical uncertainties, and the vertical extent
of the error bars reflects the total uncertainty, combining systematic
and statistical uncertainties (quadrature addition).

conservation, and have less strength and are broader in heavy
nuclei compared to deuterium data. In the tails, the correla-
tion functions for nuclear targets show a significant increase
compared to deuterium, with a relative rise of up to about
40%, as detailed in the bottom panel of Fig. 2, which shows
the nuclear-to-deuterium ratio. We note that this ratio is less
than one for �φ near π and greater than one when �φ is
near 0 (or equivalently, 2π ). For the �φ near π case, the
reduction in this ratio can be explained by a survivor bias due
to absorption of one of the hadrons in the nucleus, as noted
in Ref. [11]. One explanation of the increase in the ratio at
�φ near 0 (2π ) is secondary hadron production, which would
peak where the two hadrons are going in similar directions. An
alternative explanation is that hadrons produced in the primary
interaction with initially small �φ between them can have a
larger �φ through internal scattering within the nucleus, or it
is a combination of these two effects.

We compare our results with calculations from the GIBUU

model [32], which accounts for final-state interactions, ab-

FIG. 3. Top: Correlation function widths for all four targets. Bot-
tom: Relative broadenings of nuclear targets compared to deuterium.
The inner error bars represent statistical uncertainties, while the
vertical extent of the error bars shows the combined systematic and
statistical uncertainties (quadrature addition). These are compared
with calculations from the GIBUU (red), EHIJING (blue), and BEAGLE

(green) models, where the widths of the curves indicate the statistical
precision of each model’s simulation.

sorption, and production mechanisms, including both elastic
and inelastic channels. The version of the GIBUU model used
was the 2021 release. We modified the default values of
several parameters related to parton distributions and frag-
mentation in free nucleons, based on a tuning study [33] that
used an independent proton-target dataset from Ref. [34]. This
tuning does not modify the nuclear effects.

The model shows close alignment with the deuterium data
(top panel of Fig. 1), but notable numerical discrepancies
emerge for nuclear targets, particularly in the peak heights
of heavier nuclei. The peak heights in the data decrease with
nuclear size, whereas the peak height produced by the model
is higher for Pb than for Fe. Pb’s higher neutron count, en-
hancing π− production, suggests the GIBUU model may be
overcompensating for π− production off the neutrons.

We show the widths of the correlations, σ , in the top
panel of Fig. 3. In the bottom panel of Fig. 3, we show
the broadening of the correlation functions for nuclei rel-
ative to that of deuterium [see Eq. (4)]. The broadenings
are 0.54 ± 0.02 ± 0.02 rad for C, 0.64 ± 0.02 ± 0.03 rad for
Fe, and 0.68 ± 0.03 ± 0.03 rad for Pb, where the second and
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FIG. 4. Top row: Correlation functions in bins of rapidity difference, �Y. These are compared to the GIBUU calculations (curves). The
inner error bars represent the statistical uncertainties, while the vertical extent of the error bars represents the total uncertainty (the systematic
and statistical uncertainties added in quadrature). The width of the curves represents the statistical precision of the simulated sample. Bottom:
Ratios of the correlation functions for the nuclear targets to that of deuterium.

the third values denote the statistical and the systematic un-
certainties, respectively. The dependence of the widths and
broadenings on the atomic mass number, A, appears to be at
most logarithmic and not a power law.

Naively, one would assume that the amount of angular
broadening per unit length of travel through the nuclear
medium would be fixed, and that the average path length for
a particle escaping the nucleus would be proportional to the
nuclear radius. From these assumptions, it would follow that
the azimuthal broadening would scale with the nuclear radius
(which is proportional to A1/3), however, this is not supported
by the data.

The GIBUU model accurately reproduces the widths for all
three nuclear targets within the uncertainties, but it overesti-
mates the width for deuterium by approximately 5%. Due to
this discrepancy, the calculated broadenings are around 20%
lower than the observed data. However, the model does reflect
a trend of increasing broadening with larger nuclear sizes,
similar to the trend observed in the data.

We also compared our results for the widths and broaden-
ings with calculations from the EHIJING model [35] version
1.0 and the BEAGLE event generator [36] version 1.01.03.9

9A comparison between these model calculations for the correla-
tion functions can be found in Appendix B.

In EHIJING, the hard-scattering process, along with initial-
and final-state fragmentation, is simulated using PYTHIA8
[37]. The model incorporates nuclear modifications to parton-
distribution functions (PDFs), fragmentation, and parton
showering. It also handles multiple collisions between par-
tons and the nucleus, with a cross section proportional to the
transverse-momentum-dependent gluon distribution density.
The BEAGLE event generator integrates modules from various
sources. The primary interaction is managed by PYTHIA6 [38].
It incorporates nuclear PDFs from LHAPDF5 [39], intranuclear
scattering via DPMJET [40], and the geometric density of nu-
cleons through PYQM [41]. Nuclear remnant deexcitations and
decays are processed using FLUKA [42]. In both the EHIJING

and BEAGLE event generators, we used the same set of fine-
tuned parameters based on the proton-target data described
above as we had used for GIBUU.

The widths calculated in the EHIJING model increase with
larger nuclear size, however, the calculated widths are below
those of the data, with a larger discrepancy for deuterium than
in the nuclear data. Further, the calculated broadenings are
about 30%–40% lower than those in the data. The values of
the correlation widths and broadenings calculated with BEA-
GLE are consistent with our data within their uncertainties for
each target.

We show the correlation functions in slices of �Y in Fig. 4.
The variables σ and b, determined from these slices, are
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FIG. 5. Top row: RMS widths of the correlation functions in slices of �Y for each target. Bottom row: Same for the broadening. These are
compared to the GIBUU (red), EHIJING (blue), and BEAGLE (green) models, where the widths of the curves indicate the statistical precision of
each model’s simulation. The inner error bars represent statistical uncertainties, while the vertical extent of the error bars shows the combined
systematic and statistical uncertainties (quadrature addition).

shown in Fig. 5. We find that the correlation functions become
wider with increasing �Y. Further, at low �Y, the values of
the nuclear-to-deuterium ratios in the tails of the correlation
function (�φ close to 0 or 2π ) are nearly three times larger
than unity. At large �Y, on the other hand, these ratios do not
exceed ≈20% higher than unity.

All three models show a increase in the RMS width with re-
spect to increasing �Y, similar to the data. The GIBUU model’s
calculated values have a larger slope for σ with respect to
�Y than in the data, however, it is consistent with the data
in the first bin for deuterium and the middle bins for each of
the nuclear targets. Unlike the case of the integrated results,
the BEAGLE correlation functions in bins of �Y exhibit some
numerical discrepancies from the data. The values for the
middle bin (centered at �Y = 1.0) are consistent with the
data within the uncertainties. The EHIJING model consistently
underestimates the widths.

The experimental values of the broadening, b, show no
apparent trend with respect to �Y. Both the GIBUU and BEAGLE

event generators show an increase in b with increasing �Y for
Fe and Pb, which is inconsistent with the data. The values of b
calculated by the EHIJING model are up to ≈50% smaller than
in the data, however, this model is the only one that does not
yield a nonzero slope in b with respect to �Y.

We likewise show the correlation functions in slices of pT
1

in Fig. 6, and the variables σ and b for these slices in Fig. 7.
At low pT

1 , the correlation functions are wide, whereas at high
pT

1 , these functions are much narrower. Further, at large pT
1 ,

the nuclear-to-deuterium ratios are up to ≈3.
The calculations of all three models yield decreasing

widths as pT
1 increases. The GIBUU model reproduces the

width within one standard deviation (1σ ) for all bins except
for the first bin for Pb, and the second and third bins for D.
The EHIJING model shows a consistently smaller width than
observed in the data. The BEAGLE event generator shows a
stronger dependence of the width on pT

1 than observed in
the data, with the calculation for the middle bin (centered at
pT

1 = 0.5 GeV) being close to or consistent with the data for
that bin.

The data show an increase in the broadening, b, with re-
spect to pT

1 for C and Fe. However, for Pb, the dependence of
b on pT

1 is smaller than the uncertainty on b. All three models
also show an overall positive slope of b with respect to pT

1 .
Finally, we show the correlation functions in slices of pT

2 in
Fig. 8, and the variables σ and b in these slices in Fig. 9. The
correlation functions become narrower for larger pT

2 , and the
values of the nuclear to deuterium ratios are around 6 at large
pT

2 and �φ near 0 (2π ).
The fact that the correlation functions get narrower as

the pT of either pion gets larger can be understood in terms
of conservation of transverse momentum. Assuming that the
limited phase-space constrains the total tranverse momentum
of the rest of the hadronic system (excluding the two pions) to
be relatively small, a large pT

1 or a large pT
2 is only possible

if �pT
1 and �pT

2 are close to being antialigned. The widening of
the correlation functions at larger �Y reflects the fact that at
events with larger �Y tend to have smaller pT

1 .
The GIBUU and EHIJING models show a decrease in the

RMS widths with respect to pT
2 , qualitatively consistent with

the data. The BEAGLE event generator, on the other hand,
shows a much weaker dependence on pT

2 , especially for Fe and
Pb. Further, while the data show very little, if any, dependence
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FIG. 6. Top row: Correlation functions in bins of the leading pion’s transverse momentum, pT
1 . These are compared to the GIBUU

calculations (curves). The inner error bars represent the statistical uncertainties, while the vertical extent of the error bars represents the
total uncertainty (the systematic and statistical uncertainties added in quadrature). The width of the curves represents the statistical precision
of the simulated sample. Bottom: Ratios of the correlation functions for the nuclear targets to that of deuterium.

FIG. 7. Top row: RMS widths of the correlation functions in slices of pT
1 for each target. Bottom row: same for the broadening. These are

compared to the GIBUU (red), EHIJING (blue), and BEAGLE (green) models, where the widths of the curves indicate the statistical precision of
each model’s simulation. The inner error bars represent statistical uncertainties, while the vertical extent of the error bars shows the combined
systematic and statistical uncertainties (quadrature addition).
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FIG. 8. Top row: Correlation functions in bins of the subleading pion’s transverse momentum, pT
2 . These are compared to the GIBUU

calculations (curves). The inner error bars represent the statistical uncertainties, while the vertical extent of the error bars represents the total
uncertainty (the systematic and statistical uncertainties added in quadrature). The width of the curves represents the statistical precision of the
simulated sample. Bottom: Ratios of the correlation functions for the nuclear targets to that of deuterium.

of b on pT
2 , GIBUU and BEAGLE show a positive slope for b with

respect to pT
2 , while EHIJING shows a negative slope.

V. SUMMARY AND CONCLUSIONS

We have presented the first measurement of di-pion az-
imuthal correlation functions in electron scattering off nuclei.
This measurement reveals how two hadrons in a single scat-
tering event are correlated, and its nuclear dependence brings
qualitatively new data to probe how hadronization manifests
in a heavy nucleus.

The correlation functions peak at �φ = π (opposite pairs)
and are smaller near �φ = 0 (close pairs), with RMS widths
varying from 0.9–1.6 rad, depending on the target and
kinematics. The correlations are wider at larger rapidity dif-
ferences, but are narrower at higher transverse momentum (of
either pion). These trends with respect to kinematics can be
understood as a consequence of conservation of transverse
momentum combined with the limited phase space for the
remainder of the hadronic system.

We defined azimuthal broadening as the quadrature differ-
ence of these widths compared to deuterium, and found it to
be a few hundred mrad. Our data show that the broadening
increases weakly as the atomic mass number increases. This
observable shows moderate kinematic dependence.

A comparison of our results with calculations from three
models, namely GIBUU, EHIJING, and BEAGLE, shows that
GIBUU most closely matches the trends of the data. While the
EHIJING produces similar trends as the data, the values of the
widths and the broadenings are smaller than the experimental
ones. The functional dependences of the calculated widths
with BEAGLE match the data the best, which indicates that its
mixed hybrid approach might effectively integrate the charac-
teristics of the mostly partonic model EHIJING and the mostly
hadronic model GIBUU. While the BEAGLE model performs
exceptionally well when the observables are integrated over
the kinematic phase space, one sees larger deviations from the
data when data are binned in multiple variables, such as the
secondary-pion transverse momentum. Overall, the BEAGLE

calculated values for the widths and broadenings are within
O(10%) of those of the data.

These results suggest that quarks or hadrons may deflect by
a few hundred mrad due to multiple scatterings in a nucleus.
Some models interpret this scattering as reflecting nuclear
transport properties or gluon densities, which are anticipated
to be independent of the probe or the measured final state.
Future experiments at higher energies, such as the 11 GeV
beam at the Thomas Jefferson National Accelerator Facility
(JLab) [43–45], or future JLab upgrades [46], and the up-
coming Electron-Ion Colliders in the USA [47,48] and China
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FIG. 9. Top row: RMS widths of the correlation functions in slices of pT
2 for each target. Bottom row: Same for the broadening. These are

compared to the GIBUU (red), EHIJING (blue), and BEAGLE (green) models, where the widths of the curves indicate the statistical precision of
each model’s simulation. The inner error bars represent statistical uncertainties, while the vertical extent of the error bars shows the combined
systematic and statistical uncertainties (quadrature addition).

[49], will further explore these aspects. A planned experiment
with the CLAS12 spectrometer [44] at JLab, in particular, will
extend these measurements in more detail, using D, C, Al, Cu,
Sn, and Pb targets, at larger luminosity, higher beam energy,
and with polarized beams.

ACKNOWLEDGMENTS

The authors acknowledge the staff of the Accelerator and
Physics Divisions at the Thomas Jefferson National Accelera-
tor Facility who made this experiment possible. This work was
supported in part by the Chilean Agencia Nacional de Investi-
gacion y Desarollo (ANID), by ANID PIA grant ACT1413,
by ANID PIA/APOYO AFB180002 and AFB230003, by
ANID FONDECYT No. 1161642 and No. 1240904 and No.
11181215, by the U.S. Department of Energy, the Italian
Instituto Nazionale di Fisica Nucleare, the French Centre

National de la Recherche Scientifique, the French Commis-
sariat à l’Energie Atomique, the United Kingdom Science
and Technology Facilities Council (STFC), the Scottish Uni-
versities Physics Alliance (SUPA), the National Research
Foundation of Korea (NRF), the National Science Founda-
tion (NSF), the HelmholtzForschungsakademie Hessen für
FAIR (HFHF), the Ministry of Science and Higher Educa-
tion of the Russian Federation, and the Office of Research
and Economic Development at Mississippi State University.
This work has received funding from the European Research
Council (ERC) under the European Union’s Horizon 2020
research and innovation programme (Grant Agreement No.
804480). The Southeastern Universities Research Association
operated the Thomas Jefferson National Accelerator Facility
for the United States Department of Energy under Contract
No. DE-AC05-06OR23177 at the time this experiment took
place.

035201-13



S. J. PAUL et al. PHYSICAL REVIEW C 111, 035201 (2025)

APPENDIX A: TABULATIONS OF OUR MEASUREMENTS

We tabulate the measurements for the correlations in Tables III–VI, the ratios, R, in Tables VII–X, the widths in Table XI,
and the broadening in Table XII. In each of these tables, the first uncertainty is statistical, and the second is systematic.

TABLE III. Tabulation of the dependence of C on |�φ| integrated over all other kinematic variables. These values are shown in the top
panel of Fig. 2.

�φ [rad] D C Fe Pb

0.00–0.39 0.029 ± 0.001 ± 0.004 0.038 ± 0.002 ± 0.006 0.038 ± 0.002 ± 0.007 0.038 ± 0.003 ± 0.008
0.39–0.79 0.035 ± 0.001 ± 0.004 0.044 ± 0.002 ± 0.005 0.043 ± 0.002 ± 0.005 0.040 ± 0.003 ± 0.005
0.79–1.18 0.053 ± 0.002 ± 0.005 0.065 ± 0.002 ± 0.006 0.056 ± 0.002 ± 0.005 0.062 ± 0.004 ± 0.005
1.18–1.57 0.085 ± 0.002 ± 0.006 0.095 ± 0.003 ± 0.007 0.079 ± 0.002 ± 0.006 0.082 ± 0.004 ± 0.006
1.57–1.96 0.151 ± 0.002 ± 0.010 0.145 ± 0.004 ± 0.010 0.120 ± 0.003 ± 0.008 0.132 ± 0.005 ± 0.009
1.96–2.36 0.234 ± 0.003 ± 0.015 0.203 ± 0.004 ± 0.013 0.163 ± 0.003 ± 0.010 0.156 ± 0.005 ± 0.010
2.36–2.75 0.346 ± 0.004 ± 0.023 0.283 ± 0.005 ± 0.019 0.222 ± 0.004 ± 0.015 0.213 ± 0.006 ± 0.014
2.75–3.14 0.396 ± 0.004 ± 0.030 0.308 ± 0.005 ± 0.024 0.247 ± 0.004 ± 0.020 0.229 ± 0.007 ± 0.020

TABLE IV. Same as Table III, except in slices of �Y . These values are shown in the top row of Fig. 4.

�Y �φ [rad] D C Fe Pb

−0.50–0.50 0.00–0.39 0.009 ± 0.002 ± 0.002 0.018 ± 0.004 ± 0.003 0.023 ± 0.004 ± 0.005 0.013 ± 0.005 ± 0.003
0.39–0.79 0.009 ± 0.002 ± 0.001 0.027 ± 0.005 ± 0.004 0.026 ± 0.004 ± 0.004 0.025 ± 0.007 ± 0.003
0.79–1.18 0.017 ± 0.003 ± 0.002 0.037 ± 0.006 ± 0.004 0.031 ± 0.005 ± 0.004 0.054 ± 0.010 ± 0.006
1.18–1.57 0.065 ± 0.005 ± 0.005 0.083 ± 0.008 ± 0.007 0.078 ± 0.007 ± 0.006 0.093 ± 0.014 ± 0.007
1.57–1.96 0.119 ± 0.007 ± 0.011 0.142 ± 0.011 ± 0.013 0.121 ± 0.009 ± 0.011 0.134 ± 0.016 ± 0.012
1.96–2.36 0.252 ± 0.009 ± 0.016 0.223 ± 0.013 ± 0.014 0.197 ± 0.011 ± 0.013 0.155 ± 0.016 ± 0.010
2.36–2.75 0.411 ± 0.012 ± 0.026 0.346 ± 0.016 ± 0.022 0.295 ± 0.013 ± 0.019 0.286 ± 0.022 ± 0.019
2.75–3.14 0.486 ± 0.013 ± 0.036 0.388 ± 0.017 ± 0.030 0.316 ± 0.014 ± 0.025 0.293 ± 0.023 ± 0.024

0.50–1.50 0.00–0.39 0.024 ± 0.001 ± 0.004 0.036 ± 0.002 ± 0.009 0.034 ± 0.002 ± 0.010 0.034 ± 0.003 ± 0.012
0.39–0.79 0.030 ± 0.001 ± 0.003 0.042 ± 0.002 ± 0.006 0.041 ± 0.002 ± 0.006 0.034 ± 0.003 ± 0.006
0.79–1.18 0.050 ± 0.002 ± 0.004 0.063 ± 0.003 ± 0.005 0.057 ± 0.002 ± 0.004 0.057 ± 0.004 ± 0.004
1.18–1.57 0.083 ± 0.002 ± 0.006 0.096 ± 0.004 ± 0.007 0.079 ± 0.003 ± 0.005 0.078 ± 0.005 ± 0.005
1.57–1.96 0.157 ± 0.003 ± 0.011 0.147 ± 0.004 ± 0.010 0.120 ± 0.004 ± 0.008 0.134 ± 0.006 ± 0.009
1.96–2.36 0.235 ± 0.004 ± 0.015 0.204 ± 0.005 ± 0.013 0.162 ± 0.004 ± 0.010 0.162 ± 0.007 ± 0.010
2.36–2.75 0.348 ± 0.005 ± 0.022 0.284 ± 0.006 ± 0.018 0.220 ± 0.005 ± 0.014 0.217 ± 0.008 ± 0.014
2.75–3.14 0.399 ± 0.005 ± 0.029 0.307 ± 0.006 ± 0.023 0.245 ± 0.005 ± 0.019 0.231 ± 0.008 ± 0.019

1.50–2.50 0.00–0.39 0.052 ± 0.003 ± 0.005 0.056 ± 0.005 ± 0.005 0.055 ± 0.004 ± 0.005 0.063 ± 0.008 ± 0.006
0.39–0.79 0.062 ± 0.004 ± 0.005 0.059 ± 0.005 ± 0.005 0.056 ± 0.004 ± 0.005 0.067 ± 0.008 ± 0.006
0.79–1.18 0.083 ± 0.004 ± 0.008 0.085 ± 0.006 ± 0.008 0.067 ± 0.005 ± 0.007 0.080 ± 0.009 ± 0.008
1.18–1.57 0.098 ± 0.004 ± 0.008 0.099 ± 0.006 ± 0.008 0.079 ± 0.005 ± 0.007 0.085 ± 0.009 ± 0.007
1.57–1.96 0.150 ± 0.005 ± 0.010 0.144 ± 0.008 ± 0.009 0.118 ± 0.006 ± 0.008 0.123 ± 0.011 ± 0.008
1.96–2.36 0.219 ± 0.006 ± 0.014 0.187 ± 0.008 ± 0.012 0.148 ± 0.007 ± 0.009 0.140 ± 0.011 ± 0.009
2.36–2.75 0.303 ± 0.007 ± 0.022 0.247 ± 0.010 ± 0.018 0.192 ± 0.008 ± 0.014 0.165 ± 0.012 ± 0.012
2.75–3.14 0.343 ± 0.008 ± 0.030 0.275 ± 0.010 ± 0.024 0.220 ± 0.008 ± 0.020 0.194 ± 0.013 ± 0.018

035201-14



DIHADRON AZIMUTHAL CORRELATIONS … PHYSICAL REVIEW C 111, 035201 (2025)

TABLE V. Same as Table III, except in slices of pT
1 . These values are shown in the top row of Fig. 6.

pT
1 [GeV] �φ [rad] D C Fe Pb

0.25–0.40 0.00–0.39 0.056 ± 0.003 ± 0.006 0.064 ± 0.005 ± 0.008 0.061 ± 0.004 ± 0.008 0.069 ± 0.008 ± 0.010
0.39–0.79 0.070 ± 0.003 ± 0.006 0.071 ± 0.005 ± 0.007 0.070 ± 0.005 ± 0.007 0.071 ± 0.008 ± 0.007
0.79–1.18 0.089 ± 0.004 ± 0.007 0.092 ± 0.006 ± 0.008 0.083 ± 0.005 ± 0.007 0.091 ± 0.009 ± 0.008
1.18–1.57 0.116 ± 0.004 ± 0.008 0.122 ± 0.006 ± 0.008 0.098 ± 0.005 ± 0.006 0.101 ± 0.009 ± 0.007
1.57–1.96 0.207 ± 0.005 ± 0.013 0.183 ± 0.008 ± 0.012 0.151 ± 0.006 ± 0.010 0.156 ± 0.011 ± 0.010
1.96–2.36 0.244 ± 0.006 ± 0.015 0.208 ± 0.008 ± 0.013 0.173 ± 0.007 ± 0.011 0.185 ± 0.012 ± 0.012
2.36–2.75 0.264 ± 0.006 ± 0.017 0.225 ± 0.008 ± 0.015 0.194 ± 0.007 ± 0.013 0.158 ± 0.011 ± 0.011
2.75–3.14 0.281 ± 0.006 ± 0.024 0.246 ± 0.008 ± 0.022 0.214 ± 0.007 ± 0.020 0.179 ± 0.012 ± 0.017

0.40–0.60 0.00–0.39 0.022 ± 0.002 ± 0.003 0.034 ± 0.003 ± 0.006 0.035 ± 0.003 ± 0.006 0.034 ± 0.004 ± 0.007
0.39–0.79 0.028 ± 0.002 ± 0.002 0.042 ± 0.003 ± 0.004 0.039 ± 0.003 ± 0.004 0.040 ± 0.005 ± 0.004
0.79–1.18 0.049 ± 0.002 ± 0.003 0.064 ± 0.004 ± 0.004 0.050 ± 0.003 ± 0.003 0.056 ± 0.005 ± 0.004
1.18–1.57 0.082 ± 0.003 ± 0.005 0.092 ± 0.005 ± 0.006 0.076 ± 0.004 ± 0.005 0.085 ± 0.007 ± 0.006
1.57–1.96 0.155 ± 0.004 ± 0.011 0.152 ± 0.006 ± 0.010 0.123 ± 0.005 ± 0.008 0.151 ± 0.009 ± 0.010
1.96–2.36 0.250 ± 0.005 ± 0.016 0.213 ± 0.006 ± 0.013 0.171 ± 0.005 ± 0.011 0.157 ± 0.008 ± 0.010
2.36–2.75 0.345 ± 0.006 ± 0.022 0.271 ± 0.007 ± 0.017 0.215 ± 0.006 ± 0.014 0.206 ± 0.010 ± 0.013
2.75–3.14 0.392 ± 0.006 ± 0.028 0.312 ± 0.008 ± 0.023 0.245 ± 0.006 ± 0.018 0.234 ± 0.011 ± 0.018

0.60–1.00 0.00–0.39 0.007 ± 0.001 ± 0.001 0.020 ± 0.003 ± 0.005 0.022 ± 0.002 ± 0.006 0.020 ± 0.004 ± 0.006
0.39–0.79 0.008 ± 0.001 ± 0.001 0.024 ± 0.003 ± 0.002 0.024 ± 0.003 ± 0.002 0.020 ± 0.004 ± 0.001
0.79–1.18 0.020 ± 0.002 ± 0.001 0.041 ± 0.004 ± 0.003 0.042 ± 0.003 ± 0.003 0.046 ± 0.006 ± 0.004
1.18–1.57 0.053 ± 0.003 ± 0.004 0.078 ± 0.005 ± 0.006 0.068 ± 0.004 ± 0.005 0.067 ± 0.007 ± 0.005
1.57–1.96 0.084 ± 0.004 ± 0.006 0.109 ± 0.006 ± 0.008 0.095 ± 0.005 ± 0.007 0.100 ± 0.008 ± 0.007
1.96–2.36 0.198 ± 0.005 ± 0.013 0.187 ± 0.007 ± 0.012 0.153 ± 0.006 ± 0.010 0.145 ± 0.010 ± 0.010
2.36–2.75 0.436 ± 0.008 ± 0.027 0.360 ± 0.010 ± 0.023 0.266 ± 0.008 ± 0.017 0.283 ± 0.013 ± 0.018
2.75–3.14 0.521 ± 0.009 ± 0.035 0.362 ± 0.010 ± 0.025 0.286 ± 0.008 ± 0.020 0.269 ± 0.013 ± 0.020

TABLE VI. Same as Table III, except in slices of pT
2 . These values are shown in the top row of Fig. 8.

pT
1 [GeV] �φ [rad] D C Fe Pb

0.25–0.40 0.00–0.39 0.037 ± 0.002 ± 0.004 0.042 ± 0.003 ± 0.006 0.044 ± 0.002 ± 0.007 0.044 ± 0.004 ± 0.008
0.39–0.79 0.047 ± 0.002 ± 0.003 0.050 ± 0.003 ± 0.004 0.049 ± 0.003 ± 0.004 0.048 ± 0.004 ± 0.004
0.79–1.18 0.064 ± 0.002 ± 0.004 0.073 ± 0.003 ± 0.005 0.065 ± 0.003 ± 0.004 0.066 ± 0.005 ± 0.004
1.18–1.57 0.101 ± 0.003 ± 0.006 0.105 ± 0.004 ± 0.007 0.088 ± 0.003 ± 0.006 0.091 ± 0.006 ± 0.006
1.57–1.96 0.172 ± 0.003 ± 0.011 0.151 ± 0.005 ± 0.010 0.127 ± 0.004 ± 0.008 0.145 ± 0.007 ± 0.009
1.96–2.36 0.244 ± 0.004 ± 0.015 0.196 ± 0.005 ± 0.012 0.159 ± 0.004 ± 0.010 0.154 ± 0.007 ± 0.010
2.36–2.75 0.322 ± 0.005 ± 0.020 0.245 ± 0.006 ± 0.016 0.197 ± 0.005 ± 0.013 0.201 ± 0.008 ± 0.014
2.75–3.14 0.344 ± 0.005 ± 0.025 0.260 ± 0.006 ± 0.020 0.211 ± 0.005 ± 0.018 0.198 ± 0.008 ± 0.019

0.40–0.60 0.00–0.39 0.017 ± 0.001 ± 0.002 0.036 ± 0.003 ± 0.007 0.030 ± 0.003 ± 0.006 0.029 ± 0.004 ± 0.007
0.39–0.79 0.021 ± 0.002 ± 0.002 0.037 ± 0.003 ± 0.004 0.036 ± 0.003 ± 0.004 0.029 ± 0.004 ± 0.004
0.79–1.18 0.043 ± 0.002 ± 0.003 0.056 ± 0.004 ± 0.004 0.049 ± 0.003 ± 0.003 0.060 ± 0.006 ± 0.004
1.18–1.57 0.068 ± 0.003 ± 0.004 0.086 ± 0.005 ± 0.005 0.070 ± 0.004 ± 0.004 0.072 ± 0.007 ± 0.005
1.57–1.96 0.133 ± 0.004 ± 0.008 0.141 ± 0.006 ± 0.009 0.114 ± 0.005 ± 0.007 0.115 ± 0.008 ± 0.007
1.96–2.36 0.230 ± 0.005 ± 0.014 0.212 ± 0.007 ± 0.013 0.165 ± 0.005 ± 0.010 0.159 ± 0.009 ± 0.010
2.36–2.75 0.361 ± 0.006 ± 0.023 0.312 ± 0.009 ± 0.020 0.243 ± 0.007 ± 0.015 0.211 ± 0.011 ± 0.013
2.75–3.14 0.453 ± 0.007 ± 0.030 0.354 ± 0.009 ± 0.024 0.281 ± 0.007 ± 0.019 0.255 ± 0.012 ± 0.018

0.60–0.80 0.00–0.39 0.006 ± 0.002 ± 0.000 0.013 ± 0.005 ± 0.001 0.018 ± 0.005 ± 0.001 0.023 ± 0.009 ± 0.001
0.39–0.79 0.005 ± 0.002 ± 0.000 0.030 ± 0.007 ± 0.002 0.020 ± 0.005 ± 0.001 0.029 ± 0.011 ± 0.002
0.79–1.18 0.012 ± 0.003 ± 0.001 0.038 ± 0.008 ± 0.002 0.016 ± 0.004 ± 0.001 0.027 ± 0.010 ± 0.002
1.18–1.57 0.018 ± 0.004 ± 0.001 0.048 ± 0.009 ± 0.003 0.042 ± 0.008 ± 0.003 0.044 ± 0.013 ± 0.003
1.57–1.96 0.046 ± 0.006 ± 0.003 0.110 ± 0.013 ± 0.007 0.076 ± 0.010 ± 0.005 0.115 ± 0.020 ± 0.007
1.96–2.36 0.160 ± 0.011 ± 0.010 0.213 ± 0.018 ± 0.013 0.179 ± 0.015 ± 0.011 0.162 ± 0.024 ± 0.010
2.36–2.75 0.492 ± 0.018 ± 0.031 0.466 ± 0.026 ± 0.029 0.352 ± 0.020 ± 0.022 0.335 ± 0.034 ± 0.021
2.75–3.14 0.553 ± 0.021 ± 0.040 0.474 ± 0.028 ± 0.034 0.380 ± 0.022 ± 0.027 0.367 ± 0.038 ± 0.027
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TABLE VII. Tabulation of the dependence of the ratios, R, on |�φ| integrated over all other kinematic variables. These values are shown
in the bottom row of Fig. 2.

�φ [rad] C Fe Pb

0.00–0.39 1.334 ± 0.079 ± 0.097 1.315 ± 0.073 ± 0.121 1.326 ± 0.107 ± 0.152
0.39–0.79 1.253 ± 0.068 ± 0.059 1.211 ± 0.062 ± 0.062 1.147 ± 0.088 ± 0.066
0.79–1.18 1.212 ± 0.056 ± 0.036 1.049 ± 0.047 ± 0.032 1.157 ± 0.075 ± 0.036
1.18–1.57 1.124 ± 0.041 ± 0.024 0.936 ± 0.034 ± 0.020 0.969 ± 0.052 ± 0.021
1.57–1.96 0.966 ± 0.029 ± 0.023 0.794 ± 0.024 ± 0.019 0.876 ± 0.038 ± 0.021
1.96–2.36 0.868 ± 0.023 ± 0.019 0.696 ± 0.018 ± 0.015 0.669 ± 0.027 ± 0.015
2.36–2.75 0.819 ± 0.018 ± 0.018 0.643 ± 0.014 ± 0.014 0.615 ± 0.021 ± 0.014
2.75–3.14 0.779 ± 0.016 ± 0.018 0.623 ± 0.013 ± 0.015 0.580 ± 0.019 ± 0.017

TABLE VIII. Same as Table VII, except in slices of �Y . These values are shown in the bottom row of Fig. 4.

�Y �φ [rad] C Fe Pb

−0.50–0.50 0.00–0.39 1.968 ± 0.536 ± 0.298 2.439 ± 0.598 ± 0.445 1.351 ± 0.559 ± 0.229
0.39–0.79 3.158 ± 0.800 ± 0.681 3.045 ± 0.744 ± 0.657 2.972 ± 0.964 ± 0.641
0.79–1.18 2.096 ± 0.423 ± 0.148 1.797 ± 0.357 ± 0.127 3.069 ± 0.711 ± 0.217
1.18–1.57 1.264 ± 0.153 ± 0.070 1.195 ± 0.138 ± 0.066 1.429 ± 0.225 ± 0.079
1.57–1.96 1.188 ± 0.111 ± 0.038 1.011 ± 0.092 ± 0.033 1.125 ± 0.147 ± 0.036
1.96–2.36 0.885 ± 0.067 ± 0.022 0.784 ± 0.057 ± 0.019 0.617 ± 0.077 ± 0.015
2.36–2.75 0.842 ± 0.051 ± 0.025 0.718 ± 0.043 ± 0.021 0.696 ± 0.065 ± 0.021
2.75–3.14 0.798 ± 0.043 ± 0.018 0.650 ± 0.035 ± 0.016 0.603 ± 0.052 ± 0.017

0.50–1.50 0.00–0.39 1.487 ± 0.114 ± 0.175 1.429 ± 0.104 ± 0.223 1.408 ± 0.149 ± 0.312
0.39–0.79 1.384 ± 0.097 ± 0.069 1.343 ± 0.089 ± 0.079 1.117 ± 0.115 ± 0.087
0.79–1.18 1.264 ± 0.073 ± 0.033 1.132 ± 0.063 ± 0.030 1.147 ± 0.094 ± 0.033
1.18–1.57 1.152 ± 0.052 ± 0.025 0.954 ± 0.042 ± 0.021 0.944 ± 0.063 ± 0.021
1.57–1.96 0.938 ± 0.035 ± 0.020 0.768 ± 0.028 ± 0.017 0.857 ± 0.046 ± 0.019
1.96–2.36 0.867 ± 0.028 ± 0.020 0.688 ± 0.022 ± 0.016 0.689 ± 0.034 ± 0.016
2.36–2.75 0.816 ± 0.022 ± 0.018 0.631 ± 0.017 ± 0.014 0.622 ± 0.026 ± 0.015
2.75–3.14 0.769 ± 0.019 ± 0.017 0.613 ± 0.015 ± 0.015 0.578 ± 0.023 ± 0.017

1.50–2.50 0.00–0.39 1.068 ± 0.106 ± 0.032 1.051 ± 0.098 ± 0.032 1.213 ± 0.159 ± 0.037
0.39–0.79 0.946 ± 0.089 ± 0.054 0.907 ± 0.080 ± 0.052 1.071 ± 0.133 ± 0.061
0.79–1.18 1.022 ± 0.085 ± 0.058 0.813 ± 0.068 ± 0.046 0.969 ± 0.115 ± 0.055
1.18–1.57 1.012 ± 0.075 ± 0.029 0.807 ± 0.060 ± 0.024 0.873 ± 0.096 ± 0.026
1.57–1.96 0.959 ± 0.060 ± 0.036 0.788 ± 0.049 ± 0.030 0.822 ± 0.076 ± 0.032
1.96–2.36 0.855 ± 0.047 ± 0.024 0.676 ± 0.038 ± 0.019 0.642 ± 0.057 ± 0.018
2.36–2.75 0.814 ± 0.039 ± 0.018 0.635 ± 0.030 ± 0.014 0.545 ± 0.044 ± 0.012
2.75–3.14 0.801 ± 0.037 ± 0.020 0.641 ± 0.029 ± 0.017 0.566 ± 0.043 ± 0.017
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TABLE IX. Same as Table VII, except in slices of pT
1 . These values are shown in the bottom row of Fig. 6.

pT
1 [GeV] �φ [rad] C Fe Pb

0.25–0.40 0.00–0.39 1.134 ± 0.093 ± 0.037 1.087 ± 0.085 ± 0.041 1.225 ± 0.139 ± 0.055
0.39–0.79 1.011 ± 0.079 ± 0.027 1.000 ± 0.073 ± 0.027 1.003 ± 0.113 ± 0.033
0.79–1.18 1.041 ± 0.073 ± 0.024 0.935 ± 0.064 ± 0.021 1.025 ± 0.104 ± 0.025
1.18–1.57 1.047 ± 0.063 ± 0.031 0.840 ± 0.051 ± 0.025 0.868 ± 0.082 ± 0.026
1.57–1.96 0.883 ± 0.044 ± 0.022 0.728 ± 0.037 ± 0.018 0.753 ± 0.059 ± 0.019
1.96–2.36 0.854 ± 0.041 ± 0.021 0.710 ± 0.034 ± 0.018 0.759 ± 0.056 ± 0.019
2.36–2.75 0.853 ± 0.039 ± 0.022 0.734 ± 0.033 ± 0.019 0.600 ± 0.047 ± 0.016
2.75–3.14 0.877 ± 0.039 ± 0.020 0.762 ± 0.034 ± 0.019 0.640 ± 0.048 ± 0.017

0.40–0.60 0.00–0.39 1.584 ± 0.157 ± 0.099 1.597 ± 0.149 ± 0.129 1.551 ± 0.211 ± 0.171
0.39–0.79 1.483 ± 0.130 ± 0.045 1.369 ± 0.116 ± 0.048 1.405 ± 0.173 ± 0.059
0.79–1.18 1.294 ± 0.094 ± 0.031 1.021 ± 0.075 ± 0.025 1.135 ± 0.120 ± 0.027
1.18–1.57 1.115 ± 0.063 ± 0.026 0.931 ± 0.052 ± 0.022 1.036 ± 0.085 ± 0.026
1.57–1.96 0.978 ± 0.044 ± 0.023 0.790 ± 0.036 ± 0.019 0.971 ± 0.062 ± 0.023
1.96–2.36 0.854 ± 0.033 ± 0.022 0.683 ± 0.027 ± 0.018 0.626 ± 0.040 ± 0.016
2.36–2.75 0.784 ± 0.026 ± 0.017 0.622 ± 0.021 ± 0.013 0.595 ± 0.032 ± 0.013
2.75–3.14 0.796 ± 0.024 ± 0.018 0.626 ± 0.019 ± 0.015 0.597 ± 0.030 ± 0.015

0.60–1.00 0.00–0.39 2.740 ± 0.507 ± 0.466 2.975 ± 0.516 ± 0.576 2.763 ± 0.632 ± 0.598
0.39–0.79 3.135 ± 0.538 ± 0.400 3.188 ± 0.522 ± 0.407 2.617 ± 0.582 ± 0.335
0.79–1.18 2.104 ± 0.260 ± 0.048 2.163 ± 0.251 ± 0.051 2.378 ± 0.357 ± 0.061
1.18–1.57 1.479 ± 0.119 ± 0.044 1.279 ± 0.101 ± 0.038 1.267 ± 0.142 ± 0.038
1.57–1.96 1.296 ± 0.088 ± 0.046 1.133 ± 0.075 ± 0.040 1.190 ± 0.111 ± 0.043
1.96–2.36 0.945 ± 0.048 ± 0.020 0.773 ± 0.039 ± 0.017 0.732 ± 0.057 ± 0.016
2.36–2.75 0.827 ± 0.030 ± 0.018 0.610 ± 0.023 ± 0.013 0.649 ± 0.036 ± 0.015
2.75–3.14 0.695 ± 0.023 ± 0.015 0.549 ± 0.019 ± 0.013 0.516 ± 0.028 ± 0.015

TABLE X. Same as Table VII, except in slices of pT
2 . These values are shown in the bottom row of Fig. 8.

pT
2 [GeV] �φ [rad] C Fe Pb

0.25–0.40 0.00–0.39 1.119 ± 0.080 ± 0.049 1.172 ± 0.077 ± 0.075 1.178 ± 0.113 ± 0.106
0.39–0.79 1.068 ± 0.069 ± 0.025 1.049 ± 0.064 ± 0.027 1.024 ± 0.094 ± 0.034
0.79–1.18 1.140 ± 0.065 ± 0.024 1.008 ± 0.055 ± 0.021 1.035 ± 0.084 ± 0.022
1.18–1.57 1.037 ± 0.047 ± 0.022 0.874 ± 0.039 ± 0.019 0.904 ± 0.060 ± 0.021
1.57–1.96 0.879 ± 0.034 ± 0.018 0.739 ± 0.028 ± 0.016 0.840 ± 0.046 ± 0.018
1.96–2.36 0.801 ± 0.028 ± 0.017 0.652 ± 0.022 ± 0.014 0.632 ± 0.034 ± 0.014
2.36–2.75 0.762 ± 0.023 ± 0.016 0.611 ± 0.019 ± 0.013 0.626 ± 0.029 ± 0.016
2.75–3.14 0.756 ± 0.022 ± 0.017 0.612 ± 0.018 ± 0.018 0.576 ± 0.027 ± 0.026

0.40–0.60 0.00–0.39 2.067 ± 0.231 ± 0.170 1.730 ± 0.191 ± 0.206 1.666 ± 0.264 ± 0.246
0.39–0.79 1.736 ± 0.183 ± 0.079 1.687 ± 0.168 ± 0.103 1.389 ± 0.212 ± 0.100
0.79–1.18 1.296 ± 0.108 ± 0.028 1.127 ± 0.091 ± 0.025 1.392 ± 0.153 ± 0.035
1.18–1.57 1.269 ± 0.083 ± 0.027 1.029 ± 0.067 ± 0.022 1.067 ± 0.103 ± 0.023
1.57–1.96 1.054 ± 0.054 ± 0.022 0.853 ± 0.043 ± 0.018 0.865 ± 0.066 ± 0.019
1.96–2.36 0.921 ± 0.039 ± 0.020 0.715 ± 0.031 ± 0.015 0.691 ± 0.047 ± 0.015
2.36–2.75 0.866 ± 0.030 ± 0.018 0.672 ± 0.023 ± 0.014 0.584 ± 0.033 ± 0.013
2.75–3.14 0.783 ± 0.025 ± 0.017 0.619 ± 0.020 ± 0.014 0.563 ± 0.029 ± 0.013

0.60–0.80 0.00–0.39 2.054 ± 0.975 ± 0.051 2.889 ± 1.205 ± 0.071 3.626 ± 1.866 ± 0.089
0.39–0.79 5.800 ± 2.387 ± 0.191 3.925 ± 1.660 ± 0.129 5.747 ± 2.806 ± 0.189
0.79–1.18 3.313 ± 1.053 ± 0.108 1.389 ± 0.518 ± 0.046 2.373 ± 1.050 ± 0.077
1.18–1.57 2.655 ± 0.682 ± 0.059 2.340 ± 0.589 ± 0.052 2.419 ± 0.819 ± 0.053
1.57–1.96 2.401 ± 0.423 ± 0.056 1.654 ± 0.303 ± 0.039 2.511 ± 0.561 ± 0.059
1.96–2.36 1.337 ± 0.150 ± 0.029 1.119 ± 0.124 ± 0.024 1.014 ± 0.173 ± 0.022
2.36–2.75 0.948 ± 0.068 ± 0.021 0.715 ± 0.053 ± 0.015 0.681 ± 0.079 ± 0.015
2.75–3.14 0.857 ± 0.057 ± 0.019 0.686 ± 0.046 ± 0.015 0.663 ± 0.069 ± 0.014
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TABLE XI. Tabulation of the widths for the integrated measurement (top row) and sliced measurements. These correspond to the top
panels of Figs. 3, 5, 7, and 9.

Slice D C Fe Pb

Integrated result 1.110 ± 0.005 ± 0.030 1.234 ± 0.008 ± 0.034 1.279 ± 0.008 ± 0.036 1.304 ± 0.013 ± 0.037
−0.50 < �Y < 0.50 0.877 ± 0.012 ± 0.029 1.046 ± 0.021 ± 0.033 1.089 ± 0.021 ± 0.035 1.124 ± 0.034 ± 0.035
0.50 < �Y < 1.50 1.084 ± 0.006 ± 0.027 1.223 ± 0.009 ± 0.037 1.270 ± 0.009 ± 0.043 1.267 ± 0.016 ± 0.048
1.50 < �Y < 2.50 1.285 ± 0.010 ± 0.037 1.357 ± 0.016 ± 0.039 1.404 ± 0.016 ± 0.040 1.496 ± 0.028 ± 0.043

0.25 < pT
1 < 0.40 GeV 1.360 ± 0.009 ± 0.031 1.426 ± 0.014 ± 0.032 1.455 ± 0.014 ± 0.033 1.520 ± 0.024 ± 0.034

0.40 < pT
1 < 0.60 GeV 1.074 ± 0.007 ± 0.021 1.219 ± 0.011 ± 0.025 1.257 ± 0.012 ± 0.028 1.287 ± 0.020 ± 0.029

0.60 < pT
1 < 1.00 GeV 0.819 ± 0.008 ± 0.020 1.044 ± 0.013 ± 0.024 1.113 ± 0.014 ± 0.027 1.108 ± 0.023 ± 0.027

0.25 < pT
2 < 0.40 GeV 1.203 ± 0.006 ± 0.019 1.310 ± 0.010 ± 0.021 1.363 ± 0.010 ± 0.022 1.373 ± 0.017 ± 0.023

0.40 < pT
2 < 0.60 GeV 0.997 ± 0.008 ± 0.018 1.165 ± 0.012 ± 0.026 1.195 ± 0.012 ± 0.030 1.228 ± 0.021 ± 0.031

0.60 < pT
2 < 0.80 GeV 0.699 ± 0.017 ± 0.018 0.939 ± 0.027 ± 0.018 0.936 ± 0.029 ± 0.019 1.025 ± 0.051 ± 0.019

TABLE XII. Tabulation of the broadenings for the integrated measurement (top row) and sliced measurements. These correspond to the
bottom panels of Figs. 3, 5, 7, and 9.

Slice C Fe Pb

Integrated result 0.538 ± 0.020 ± 0.022 0.636 ± 0.017 ± 0.029 0.684 ± 0.026 ± 0.033
−0.50 < �Y < 0.50 0.571 ± 0.042 ± 0.016 0.647 ± 0.038 ± 0.023 0.703 ± 0.055 ± 0.020
0.50 < �Y < 1.50 0.567 ± 0.023 ± 0.040 0.662 ± 0.020 ± 0.051 0.657 ± 0.032 ± 0.064
1.50 < �Y < 2.50 0.437 ± 0.059 ± 0.020 0.566 ± 0.047 ± 0.026 0.767 ± 0.057 ± 0.034

0.25 < pT
1 < 0.40 GeV 0.430 ± 0.054 ± 0.014 0.518 ± 0.045 ± 0.017 0.679 ± 0.057 ± 0.023

0.40 < pT
1 < 0.60 GeV 0.576 ± 0.027 ± 0.022 0.652 ± 0.025 ± 0.030 0.709 ± 0.037 ± 0.033

0.60 < pT
1 < 1.00 GeV 0.648 ± 0.024 ± 0.021 0.754 ± 0.022 ± 0.027 0.746 ± 0.034 ± 0.027

0.25 < pT
2 < 0.40 GeV 0.517 ± 0.029 ± 0.016 0.640 ± 0.024 ± 0.022 0.661 ± 0.037 ± 0.023

0.40 < pT
2 < 0.60 GeV 0.602 ± 0.027 ± 0.031 0.659 ± 0.025 ± 0.039 0.717 ± 0.038 ± 0.041

0.60 < pT
2 < 0.80 GeV 0.627 ± 0.045 ± 0.013 0.622 ± 0.047 ± 0.013 0.750 ± 0.070 ± 0.016
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APPENDIX B: MULTIDIMENSIONAL CORRELATION PREDICTIONS IN THE EHIJING

AND BEAGLE EVENT GENERATORS

In Figs. 10 and 11, we compare our measured correlation functions to those of the EHIJING and BEAGLE event generators.
Likewise, we compare our data to these models’ predictions in slices of �Y in Figs. 12 and 13, in slices of pT

1 in Figs. 14 and
15, and in slices of pT

2 in Figs. 16 and 17.

FIG. 10. Comparison of our measured correlation functions to
those calculated by the EHIJING model.

FIG. 11. Comparison of our measured correlation functions to
those calculated by the BEAGLE event generator.
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FIG. 12. Comparison of our measured correlation functions in slices of �Y to those calculated by the EHIJING model.

FIG. 13. Comparison of our measured correlation functions in slices of �Y to those calculated by the BEAGLE event generator.
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FIG. 14. Comparison of our measured correlation functions in slices of pT
1 to those calculated by the EHIJING model.

FIG. 15. Comparison of our measured correlation functions in slices of pT
1 to those calculated by the BEAGLE event generator.
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FIG. 16. Comparison of our measured correlation functions in slices of pT
2 to those calculated by the EHIJING model.

FIG. 17. Comparison of our measured correlation functions in slices of pT
2 to those calculated by the BEAGLE event generator.
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